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PREFACE

The theory of relativity stands out as one of the greatest achievements in science.
The “special theory”, which did not include gravity, was put forward by Einstein
in 1905 to explain many troubling facts that had arisen in the study of electricity
and magnetism. In particular, his postulate that the speed of light in vacuum is the
same constant seen by all observers forced scientists to throw away many closely
held commonsense assumptions, such as the absolute nature of the passage of
time. In short, the theory of relativity challenges our notions of what reality is,
and this is one of the reasons why the theory is so interesting.

Einstein published the “general” theory of relativity, which is a theory about
gravity, about a decade later. This theory is far more mathematically daunting,
and perhaps this is why it took Einstein so long to come up with it. This theory is
more fundamental than the special theory of relativity; it is a theory of space and
time itself, and it not only describes, it explains gravity. Gravity is the distortion
of the structure of spacetime as caused by the presence of matter and energy,
while the paths followed by matter and energy (think of bending of passing light
rays by the sun) in spacetime are governed by the structure of spacetime. This
great feedback loop is described by Einstein’s field equations.

This is a book about general relativity. There is no getting around the fact
that general relativity is mathematically challenging, so we cannot hope to
learn the theory without mastering the mathematics. Our hope with this book
is to “demystify” that mathematics so that relativity is easier to learn and more
accessible to a wider audience than ever before. In this book we will not skip
any of the math that relativity requires, but we will present it in what we hope
to be a clear fashion and illustrate how to use it with many explicitly solved
examples. Our goal is to make relativity more accessible to everyone. Therefore
we hope that engineers, chemists, and mathematicians or anyone who has had
basic mathematical training at the college level will find this book useful. And
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xii PREFACE

of course the book is aimed at physicists and astronomers who want to learn the
theory.

The truth is that relativity looks much harder than it is. There is a lot to learn,
but once you get comfortable with the new math and new notation, you will
actually find it a bit easier than many other technical areas you have studied in
the past.

This book is meant to be a self-study guide or a supplement, and not a full-
blown textbook. As a result we may not cover every detail and will not provide
lengthly derivations or detailed physical explanations. Those can be found in any
number of fine textbooks on the market. Our focus here is also in “demystifying”
the mathematical framework of relativity, and so we will not include lengthly
descriptions of physical arguments. At the end of the book we provide a listing of
references used in the development of this manuscript, and you can select books
from that list to find the details we are leaving out. In much of the material, we
take the approach in this book of stating theorems and results, and then applying
them in solved problems. Similar problems in the end-of chapter quiz help you
try things out yourself.

So if you are taking a relativity course, you might want to use this book to
help you gain better understanding of your main textbook, or help you to see
how to accomplish certain tasks. If you are interested in self-study, this book
will help you get started in your own mastery of the subject and make it easier
for you to read more advanced books.

While this book is taking a lighter approach than the textbooks in the field,
we are not going to cut corners on using advanced mathematics. The bottom
line is you are going to need some mathematical background to find this book
useful. Calculus is a must, studies of differential equations, vector analysis and
linear algebra are helpful. A background in basic physics is also helpful.

Relativity can be done in different ways using a coordinate-based approach
or differential forms and Cartan’s equations. We much prefer the latter approach
and will use it extensively. Again, it looks intimidating at first because there are
lots of Greek characters and fancy symbols, and it is a new way of doing things.
When doing calculations it does require a bit of attention to detail. But after a
bit of practice, you will find that its not really so hard. So we hope that readers
will invest the effort necessary to master this nice mathematical way of solving
physics problems.
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PREFACE

The theory of relativity stands out as one of the greatest achievements in science.
The “special theory”, which did not include gravity, was put forward by Einstein
in 1905 to explain many troubling facts that had arisen in the study of electricity
and magnetism. In particular, his postulate that the speed of light in vacuum is the
same constant seen by all observers forced scientists to throw away many closely
held commonsense assumptions, such as the absolute nature of the passage of
time. In short, the theory of relativity challenges our notions of what reality is,
and this is one of the reasons why the theory is so interesting.

Einstein published the “general” theory of relativity, which is a theory about
gravity, about a decade later. This theory is far more mathematically daunting,
and perhaps this is why it took Einstein so long to come up with it. This theory is
more fundamental than the special theory of relativity; it is a theory of space and
time itself, and it not only describes, it explains gravity. Gravity is the distortion
of the structure of spacetime as caused by the presence of matter and energy,
while the paths followed by matter and energy (think of bending of passing light
rays by the sun) in spacetime are governed by the structure of spacetime. This
great feedback loop is described by Einstein’s field equations.

This is a book about general relativity. There is no getting around the fact
that general relativity is mathematically challenging, so we cannot hope to
learn the theory without mastering the mathematics. Our hope with this book
is to “demystify” that mathematics so that relativity is easier to learn and more
accessible to a wider audience than ever before. In this book we will not skip
any of the math that relativity requires, but we will present it in what we hope
to be a clear fashion and illustrate how to use it with many explicitly solved
examples. Our goal is to make relativity more accessible to everyone. Therefore
we hope that engineers, chemists, and mathematicians or anyone who has had
basic mathematical training at the college level will find this book useful. And
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of course the book is aimed at physicists and astronomers who want to learn the
theory.

The truth is that relativity looks much harder than it is. There is a lot to learn,
but once you get comfortable with the new math and new notation, you will
actually find it a bit easier than many other technical areas you have studied in
the past.

This book is meant to be a self-study guide or a supplement, and not a full-
blown textbook. As a result we may not cover every detail and will not provide
lengthly derivations or detailed physical explanations. Those can be found in any
number of fine textbooks on the market. Our focus here is also in “demystifying”
the mathematical framework of relativity, and so we will not include lengthly
descriptions of physical arguments. At the end of the book we provide a listing of
references used in the development of this manuscript, and you can select books
from that list to find the details we are leaving out. In much of the material, we
take the approach in this book of stating theorems and results, and then applying
them in solved problems. Similar problems in the end-of chapter quiz help you
try things out yourself.

So if you are taking a relativity course, you might want to use this book to
help you gain better understanding of your main textbook, or help you to see
how to accomplish certain tasks. If you are interested in self-study, this book
will help you get started in your own mastery of the subject and make it easier
for you to read more advanced books.

While this book is taking a lighter approach than the textbooks in the field,
we are not going to cut corners on using advanced mathematics. The bottom
line is you are going to need some mathematical background to find this book
useful. Calculus is a must, studies of differential equations, vector analysis and
linear algebra are helpful. A background in basic physics is also helpful.

Relativity can be done in different ways using a coordinate-based approach
or differential forms and Cartan’s equations. We much prefer the latter approach
and will use it extensively. Again, it looks intimidating at first because there are
lots of Greek characters and fancy symbols, and it is a new way of doing things.
When doing calculations it does require a bit of attention to detail. But after a
bit of practice, you will find that its not really so hard. So we hope that readers
will invest the effort necessary to master this nice mathematical way of solving
physics problems.



1
CHAPTER

A Quick Review of
Special Relativity

Fundamentally, our commonsense intuition about how the universe works is tied
up in notions about space and time. In 1905, Einstein stunned the physics world
with the special theory of relativity, a theory of space and time that challenges
many of these closely held commonsense assumptions about how the world
works. By accepting that the speed of light in vacuum is the same constant value
for all observers, regardless of their state of motion, we are forced to throw away
basic ideas about the passage of time and the lengths of rigid objects.

This book is about the general theory of relativity, Einstein’s theory of
gravity. Therefore our discussion of special relativity will be a quick overview
of concepts needed to understand the general theory. For a detailed discussion
of special relativity, please see our list of references and suggested reading at
the back of the book.

The theory of special relativity has its origins in a set of paradoxes that were
discovered in the study of electromagnetic phenomena during the nineteenth

1
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2 CHAPTER 1 Special Relativity

century. In 1865, a physicist named James Clerk Maxwell published his famous
set of results we now call Maxwell’s equations. Through theoretical studies
alone, Maxwell discovered that there are electromagnetic waves and that they
travel at one speed—the speed of light c. Let’s take a quick detour to get a
glimpse into the way this idea came about. We will work in SI units.

In careful experimental studies, during the first half of the nineteenth century,
Ampere deduced that a steady current �J and the magnetic field �B were related by

∇ × �B = µ0 �J (1.1)

However, this law cannot be strictly correct based on simple mathematical
arguments alone. It is a fundamental result of vector calculus that the divergence
of any curl vanishes; that is,

∇ ·
(
∇ × �A

)
= 0 (1.2)

for any vector �A. So it must be true that

∇ ·
(
∇ × �B

)
= 0 (1.3)

However, when we apply the divergence operator to the right-hand side, we
run into a problem. The problem is that the continuity equation, which is the
mathematical description of the conservation of charge, tells us that

∂ρ

∂t
+ ∇ · �J = 0 (1.4)

where ρ is the current density. Therefore, when we apply the divergence
operator to the right-hand side of (1.4), we obtain

∇ ·
(
µ0 �J

)
= µ0∇ · �J = −µ0

∂ρ

∂t
(1.5)

We can take this process even further. Gauss’s law tells us how to relate the
charge density to the electric field. In SI units, this law states

∇ · �E = 1

ε0
ρ (1.6)
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This allows us to rewrite (1.5) as

−µ0
∂ρ

∂t
= −µ0ε0

∂

∂t

(
∇ · �E

)
= −∇ ·

(
µ0ε0

∂ �E
∂t

)
(1.7)

Putting our results together, we’ve found that

∇ ·
(
∇ × �B

)
= −∇ ·

(
µ0ε0

∂ �E
∂t

)
(1.8)

when in fact it must be zero. Considerations like these led Maxwell to “fix up”
Ampere’s law. In modern form, we write it as

∇ × �B = µ0 �J + µ0ε0
∂ �E
∂t

(1.9)

The extra term µ0ε0
∂ �E
∂t is called the displacement current and its presence led

to one of Maxwell’s most dramatic discoveries. Using simple vector calculus,
one can show that the electric and magnetic fields satisfy the following wave
equations:

∇2 �E = µ0ε0
∂2 �E
∂t2

and ∇2 �B = µ0ε0
∂2 �B
∂t2

Now, the wave equation is

∇2 f = 1

v2

∂2 f

∂t2

where v is the velocity of the wave. Comparison of these equations shows that
electromagnetic waves in vacuum travel at speed

v = 1√
µ0ε0

= 3 × 108 m/s = c

where c is nothing more than the speed of light.
The key insight to gain from this derivation is that electromagnetic waves

(light) always travel at one and the same speed in vacuum. It doesn’t matter who
you are or what your state of motion is, this is the speed you are going to find.
It took many years for this insight to sink in—and it was Einstein who simply
accepted this result at face value.
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We can give a quick heuristic insight as to why this result leads to the “para-
doxes” of relativity. What is speed anyway (our argument here is qualitative, so
we are going to be a bit sloppy here)? It is distance covered per unit time:

v = �x

�t

The commonsense viewpoint, which is formalized mathematically in prerel-
ativistic Newtonian physics, is that distances and times are fixed—thus, how
could you possibly have a constant velocity that is the same for all observers?
That wouldn’t make any sense. However, the theoretical result that the speed
of light in vacuum is the same for all observers is an experimental fact con-
firmed many times over. If v is the constant speed of light seen by all observers
regardless of their state of motion

c = �x

�t

then distances and time intervals must be different for different observers. We
will explore this in detail below.

In many treatments of special relativity, you will see a detailed discussion
of the Michelson-Morley experiment. In a nutshell, the idea was that waves
need a medium to travel through, so physicists at the time made the completely
reasonable assumption that there was a medium that filled all of space, called
the luminiferous ether. It was thought that the ether provided the medium nec-
essary for the propagation of electromagnetic waves. The Michelson-Morley
experiment was designed to detect the motion of the earth with respect to the
ether—but it found nothing. This is one of the most famous “null” results in the
history of experimental physics.

This experiment is a crucial result in the history of physics, but the record
seems to indicate that Einstein based his derivations on an acceptance of
Maxwell’s equations and what they tell us more so than on the Michelson-
Morley experiment (in fact Einstein may not have even known very much, if
anything, about the experiment at the time of his derivations). As a result, while
the experiment is interesting and very important, we are going to skip it and
move on to the theoretical framework of special relativity.

Interestingly, other researchers, Lorentz, Fitzgerald, and Poincare, indepen-
dently derived the Lorentz transformations in order to explain the null results of
the Michelson-Morley experiment. The gist of these equations is that clocks slow
down and the lengths of rigid bodies contract, making it impossible to construct
an experimental apparatus of any kind to detect motion with respect to the ether.
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In addition to the arguments we have described here, Einstein used results
that came out of Faraday’s law and the studies of electromagnetic induction to
come up with ideas about relative motion. We won’t discuss those here, but the
interested reader is encouraged to explore the references for details.

The history of the discovery of the special theory of relativity is a good
lesson in the way science works—for it demonstrates the crucial interplay be-
tween theory and experiment. Careful experiments within the limits of technol-
ogy available at the time led to Ampere’s law and Faraday’s law. Later, purely
mathematical arguments and theoretical considerations were used to show that
Ampere’s law was only approximately correct and that electromagnetic waves
travel through space at the speed of light. More theoretical considerations were
put forward to explain how those waves traveled through space, and then the
dramatic experimental result found by Michelson and Morley forced those ideas
to be thrown away. Then Einstein came along and once again used mostly the-
oretical arguments to derive special relativity. The bottom line is this: Physics
is a science that depends on two legs—theory and experiment—and it cannot
stand on either alone.

We now turn to a quick tour of the basics of special relativity, and begin with
some definitions.

Frame of Reference
A frame of reference is more or less a fancy way of saying coordinate system.
In our thought experiments, however, we do more than think in mathematical
terms and would like to imagine a way that a frame of reference could really be
constructed. This is done by physically constructing a coordinate system from
measuring rods and clocks. Local clocks are positioned everywhere within the
frame and can be used to read off the time of an event that occurs at that location.
You might imagine that you have 1-m long measuring rods joined together to
form a lattice, and that there is a clock positioned at each point where rods are
joined together.

Clock Synchronization
One problem that arises in such a construction is that it is necessary to syn-
chronize clocks that are physically separated in space. We can perform the
synchronization using light rays. We can illustrate this graphically with a sim-
ple spacetime diagram (more on these below) where we represent space on the
horizontal axis and time on the vertical axis. This allows us to plot the motion of
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Time of emission, t1

reflected at clock 2, at
time t'

reflected light ray
returns to clock 1 at
time t2

6

5

4

3

2

1

1 2

emitted light ray

Fig. 1-1. Clock synchronization. At time t1̄, a light beam is emitted from a clock at the
origin. At time t′, it reaches the position of clock 2 and is reflected back. At time t2̄, the
reflected beam reaches the position of clock 1. If t′ is halfway between the times t1̄ and

t2̄, then the two clocks are synchronized.

objects in space and time (we are of course only considering one-dimensional
motion). Imagine two clocks, clock 1 located at the origin and clock 2 located
at some position we label x1 (Fig. 1-1).

To see if these clocks are synchronized, at time t1 we send a beam of light
from clock 1 to clock 2. The beam of light is reflected back from clock 2 to
clock 1 at time t2, and the reflected beam arrives at the location of clock 1 at
time t

′
1. If we find that

t ′ = 1

2
(t1 + t2)

then the clocks are synchronized. This process is illustrated in Fig. 1-1. As we’ll
see later, light rays travel on the straight lines x = t in a spacetime diagram.

Inertial Frames
An inertial frame is a frame of reference that is moving at constant velocity. In an
inertial frame, Newton’s first law holds. In case you’ve forgotten, Newton’s first
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y

z

x

z'

x'

y'F F'

Fig. 1-2. Two frames in standard configuration. The primed frame (F ′) moves at
velocity v relative to the unprimed frame F along the x-axis. In prerelativity physics,

time flows at the same rate for all observers.

law states that a body at rest or in uniform motion will remain at rest or in uniform
motion unless acted upon by a force. Any other frame that is moving uniformly
(with constant velocity) with respect to an inertial frame is also an inertial frame.

Galilean Transformations
The study of relativity involves the study of how various physical phenomena
appear to different observers. In prerelativity physics, this type of analysis is
accomplished using a Galilean transformation. This is a simple mathematical
approach that provides a transformation from one inertial frame to another. To
study how the laws of physics look to observers in relative motion, we imagine
two inertial frames, which we designate F and F ′. We assume that they are in
the standard configuration. By this we mean the frame F ′ is moving in the x
direction at constant velocity v relative to frame F . The y and z axes are the
same for both observers (see Fig. 1-2). Moreover, in prerelativity physics, there
is uniform passage of time throughout the universe for everyone everywhere.
Therefore, we use the same time coordinate for observers in both frames.

The Galilean transformations are very simple algebraic formulas that tell us
how to connect measurements in both frames. These are given by

t = t ′, x = x ′ + vt, y = y′, z = z′ (1.10)

Events
An event is anything that can happen in spacetime. It could be two particles
colliding, the emission of a flash of light, a particle just passing by, or just
anything else that can be imagined. We characterize each event by its spatial
location and the time at which it occurrs. Idealistically, events happen at a single
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mathematical point. That is, we assign to each event E a set of four coordinates
(t, x, y, z).

The Interval
The spacetime interval gives the distance between two events in space and
time. It is a generalization of the pythagorean theorem. You may recall that the
distance between two points in cartesian coordinates is

d =
√

(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2 =
√

(�x)2 + (�y)2 + (�z)2

The interval generalizes this notion to the arena of special relativity, where
we must consider distances in time together with distances in space. Con-
sider an event that occurs at E1 = (ct1, x1, y1, z1) and a second event at E2 =
(ct2, x2, y2, z2). The spacetime interval, which we denote by (�S)2, is given by

(�S)2 = c2 (t1 − t2)2 − (x1 − x2)2 − (y1 − y2)2 − (z1 − z2)2

or more concisely by

(�S)2 = c2 (�t)2 − (�x)2 − (�y)2 − (�z)2 (1.11)

An interval can be designated timelike, spacelike, or null if (�S)2 > 0,

(�S)2 < 0, or (�S)2 = 0, respectively. If the distance between two events is
infinitesimal, i.e., x1 = x, x2 = x + dx ⇒ �x = x + dx − x = dx , etc., then
the interval is given by

ds2 = c2 dt2 − dx2 − dy2 − dz2 (1.12)

The proper time, which is the time measured by an observer’s own clock, is
defined to be

dτ 2 = −ds2 = −c2 dt2 + dx2 + dy2 + dz2 (1.13)

This is all confusing enough, but to make matters worse different physicists use
different sign conventions. Some write ds2 = −c2 dt2 + dx2 + dy2 + dz2, and
in that case the sign designations for timelike and spacelike are reversed. Once
you get familiar with this it is not such a big deal, just keep track of what the
author is using to solve a particular problem.
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The interval is important because it is an invariant quantity. The meaning
of this is as follows: While observers in motion with respect to each other will
assign different values to space and time differences, they all agree on the value
of the interval.

Postulates of Special Relativity
In a nutshell, special relativity is based on three simple postulates.

Postulate 1: The principle of relativity.
The laws of physics are the same in all inertial reference frames.

Postulate 2: The speed of light is invariant.
All observers in inertial frames will measure the same speed of light, regard-

less of their state of motion.

Postulate 3: Uniform motion is invariant.
A particle at rest or with constant velocity in one inertial frame will be at rest

or have constant velocity in all inertial frames.

We now use these postulates to seek a replacement of the Galilean transfor-
mations with the caveat that the speed of light is invariant. Again, we consider
two frames Fand F ′ in the standard configuration (Fig. 1-2). The first step is to
consider Postulate 3. Uniform motion is represented by straight lines, and what
this postulate tells us is that straight lines in one frame should map into straight
lines in another frame that is moving uniformly with respect to it. This is another
way of saying that the transformation of coordinates must be linear. A linear
transformation can be described using matrices. If we write the coordinates of
frame F as a column vector 


ct
x
y
z




then the coordinates of F ′ are related to those of F via a relationship of the form




ct ′
x ′
y′
z′


 = L




ct
x
y
z


 (1.14)
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where L is a 4 × 4 matrix. Given that the two frames are in standard
configuration, the y and z axes are coincident, which means that

y′ = y and z′ = z

To get the form of the transformation, we rely on the invariance of the speed of
light as described in postulate 2. Imagine that at time t = 0 a flash of light is
emitted from the origin. The light moves outward from the origin as a spherical
wavefront described by

c2t2 = x2 + y2 + z2 (1.15)

Subtracting the spatial components from both sides, this becomes

c2t2 − x2 − y2 − z2 = 0

Invariance of the speed of light means that for an observer in a frame F ′
moving at speed v with respect to F , the flash of light is described as

c2t ′2 − x ′2 − y′2 − z′2 = 0

These are equal, and so

c2t2 − x2 − y2 − z2 = c2t ′2 − x ′2 − y′2 − z′2

Since y′ = y and z′ = z, we can write

c2t2 − x2 = c2t ′2 − x ′2 (1.16)

Now we use the fact that the transformation is linear while leaving y and z
unchanged. The linearity of the transformation means it must have the form

x ′ = Ax + Bct
ct ′ = Cx + Dct (1.17)

We can implement this with the following matrix [see (1.14)]:

L =




D C 0 0
B A 0 0
0 0 1 0
0 0 0 1
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Using (1.17), we rewrite the right side of (1.16) as follows:

x ′2 = (Ax + Bct)2 = A2x2 + 2ABctx + B2c2t2

c2t ′2 = (Cx + Dct)2 = C2x2 + 2CDctx + D2c2t2

⇒ c2t ′2 − x ′2 = C2x2 + 2CDctx + D2c2t2 − A2x2 − 2ABctx − B2c2t2

= c2
(
D2 − B2

)
t2 − (A2 − C2

)
x2 + 2 (CD − AB) ctx

This must be equal to the left side of (1.16). Comparison leads us to conclude that

CD − AB = 0
⇒ CD = AB

D2 − B2 = 1
A2 − C2 = 1

To obtain a solution, we recall that cosh2 φ − sinh2 φ = 1. Therefore we make
the following identification:

A = D = cosh φ (1.18)

In some sense we would like to think of this transformation as a rotation. A
rotation leads to a transformation of the form

x ′ = x cos φ − y sin φ

y′ = −x sin φ + y cos φ

In order that (1.17) have a similar form, we take

B = C = − sinh φ (1.19)

With A, B, C , and D determined, the transformation matrix is

L =




cos hφ − sin hφ 0 0
− sin hφ cos hφ 0 0

0 0 1 0
0 0 0 1


 (1.20)

Now we solve for the parameter φ, which is called the rapidity. To find a
solution, we note that when the origins of the two frames are coincident;
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that is, when x ′ = 0, we have x = vt . Using this condition together with
(1.17), (1.18), and (1.19), we obtain

x ′ = 0 = x cosh φ − ct sinh φ = vt cosh φ − ct sinh φ

= t (v cosh φ − c sinh φ)

and so we have v cosh φ − c sinh φ = 0, which means that

v cosh φ = c sinh φ

⇒ sinh φ

cosh φ
= tanh φ = v

c

(1.21)

This result can be used to put the Lorentz transformations into the form shown
in elementary textbooks. We have

x ′ = cosh φx − sinh φct

ct ′ = − sinh φx + cosh φct

Looking at the transformation equation for t ′ first, we have

lct ′ = − sinh φx + cosh φct = cosh φ

(− sinh φ

cosh φ
x + ct

)
= cosh φ (− tanh φx + ct)

= cosh φ
(

ct − v

c
x
)

= c cosh φ
(

t − v

c2
x
)

⇒ t ′ = cosh φ
(

t − v

c2
x
)

We also find

x ′ = cosh φx − sinh φct

= cosh φ (x − tanh φct)

= cosh φ (x − vt)
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Now let’s do a little trick using the hyperbolic cosine function, using

cosh φ = cosh φ

1
= cosh φ√

1
= cosh φ√

cosh2 φ − sinh2 φ

= 1

(1/ cosh φ)

1√
cosh2 φ − sinh2 φ

= 1√(
1/ cosh2 φ

) (
cosh2 φ − sinh2 φ

)
= 1√

1 − tanh2 φ
= 1√

1 − v2 /c2

This is none other than the definition used in elementary textbooks:

γ = 1√
1 − v2/c2

= cosh φ (1.22)

And so we can write the transformations in the familiar form:

t ′ = γ
(
t − vx/c2

)
, x ′ = γ (x − vt) , y′ = y, z′ = z (1.23)

It is often common to see the notation β = v/c.

Three Basic Physical Implications
There are three physical consequences that emerge immediately from the
Lorentz transformations. These are time dilation, length contraction, and a new
rule for composition of velocities.

TIME DILATION
Imagine that two frames are in the standard configuration so that frame F ′
moves at uniform velocity v with respect to frame F . An interval of time �t ′
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as measured by an observer in F ′ is seen by F to be

�t = 1√
1 − β2

�t ′ = γ�t ′

that is, the clock of an observer whose frame is F ′ runs slow relative to the clock
of an observer whose frame is F by a factor of

√
1 − β2.

LENGTH CONTRACTION
We again consider two frames in the standard configuration. At fixed time t ,
measured distances along the direction of motion are related by

�x ′ = 1√
1 − β2

�x

that is, distances in F ′ along the direction of motion appear to be shortened in
the direction of motion by a factor of

√
1 − β2.

COMPOSITION OF VELOCITIES
Now imagine three frames of reference in the standard configuration. Frame
F ′ moves with velocity v1 with respect to frame F , and frame F ′′ moves with
velocity v2 with respect to frame F ′. Newtonian physics tells us that frame F ′′
moves with velocity v3 = v1 + v2 with respect to frame F , a simple velocity
addition law. However, if the velocities are significant fraction of the speed
of light, this relation does not hold. To obtain the correct relation, we simply
compose two Lorentz transformations.

EXAMPLE 1-1
Derive the relativistic velocity composition law.

SOLUTION 1-1
Using β = v/c, the matrix representation of a Lorentz transformation between
F and F ′ is

L1 =




1√
1−β2

1

−β1√
1−β2

1

0 0

−β1√
1−β2

1

1√
1−β2

1

0 0

0 0 1 0
0 0 0 1


 (1.24)
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The transformation between F ′ and F ′′ is

L2 =




1√
1−β2

2

−β2√
1−β2

2

0 0

−β2√
1−β2

2

1√
1−β2

2

0 0

0 0 1 0
0 0 0 1


 (1.25)

We can obtain the Lorentz transformation between F and F ′′ by computing
L2L1 using (1.25) and (1.24). We find




1√
1−β2

1

−β1√
1−β2

1

0 0

−β1√
1−β2

1

1√
1−β2

1

0 0

0 0 1 0
0 0 0 1







1√
1−β2

2

−β2√
1−β2

2

0 0

−β2√
1−β2

2

1√
1−β2

2

0 0

0 0 1 0
0 0 0 1




=




1+β1β2√
(1−β2

1 )(1−β2
2 )

−(β1+β2)√
(1−β2

1 )(1−β2
2 )

0 0

−(β1+β2)√
(1−β2

1 )(1−β2
2 )

1+β1β2√
(1−β2

1 )(1−β2
2 )

0 0

0 0 1 0
0 0 0 1




This matrix is itself a Lorentz transformation, and so must have the form

L3 =




1√
1−β2

3

−β3√
1−β2

3

0 0
−β3√
1−β2

3

1√
1−β2

3

0 0

0 0 1 0
0 0 0 1




We can find β3 by equating terms. We need to consider only one term, so pick
the terms in the upper left corner of each matrix and set

1 + β1β2√(
1 − β2

1

) (
1 − β2

2

) = 1√
1 − β2

3
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Let’s square both sides:

(1 + β1β2)2(
1 − β2

1

) (
1 − β2

2

) = 1

1 − β2
3

Inverting this, we get

(
1 − β2

1

) (
1 − β2

2

)
(1 + β1β2)2 = 1 − β2

3

Now we isolate the desired term β3:

β2
3 = 1 −

(
1 − β2

1

) (
1 − β2

2

)
(1 + β1β2)2

On the right-hand side, we set 1 = (1+β1β2)2

(1+β1β2)2 , and rewrite the expression as

β2
3 = (1 + β1β2)2

(1 + β1β2)2 −
(
1 − β2

1

) (
1 − β2

2

)
(1 + β1β2)2 = (1 + β1β2)2 − (1 − β2

1

) (
1 − β2

2

)
(1 + β1β2)2

Now we expand the terms on the right to get

β2
3 = (1 + β1β2)2 − (1 − β2

1

) (
1 − β2

2

)
(1 + β1β2)2

= 1 + 2β1β2 + β2
1β2

2 − (1 − β2
1 − β2

2 + β2
1β2

2

)
(1 + β1β2)2

This simplifies to

β2
3 = 2β1β2 + β2

1 + β2
2

(1 + β1β2)2 = (β1 + B2)2

(1 + β1β2)2

Taking square roots of both sides, we obtain

β3 = β1 + B2

1 + β1β2
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Now we use β = v/c to write

v3

c
= v1/c + v2/c

1 + v1v2/c2

Multiplication of both sides by c gives the velocity composition law

v3 = v1 + v2

1 + v1v2/c2
(1.26)

Light Cones and Spacetime Diagrams
It is often helpful to visualize spacetime by considering a flash of light emitted
at the origin. As we discussed earlier, such a flash of light is described by a
spherical wavefront. However, our minds cannot visualize four dimensions and
it’s not possible to draw it on paper. So we do the next best thing and suppress
one or more of the spatial dimensions. Let’s start with the simplest of all cases,
where we suppress two spatial dimensions.

Doing so gives us a simple spacetime diagram (see Fig. 1- for the basic
idea). In a spacetime diagram, the vertical axis represents time while one or two
horizontal axes represent space. It is convenient to work in units where c = 1.
The upper half plane where t > 0 represents events to the future of the origin.
Past events are found in the lower half plane where t < 0. The motion of light in

Past

Future

x

t

Light moves on
lines t = x

Fig. 1-3. The division of spacetime into future and past regions. Light rays move on the
lines t = x and t = −x. These lines define the light cone while the origin is some event E
in spacetime. The inside of the light cone in the lower half plane is the past of E, where

we find all events in the past that could affect E. The future of E, which contains all
events that can be causally affected by E, is inside the light cone defined in the upper

half plane. Regions outside the light cone are called spacelike.
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Light moves on
lines t = xPast (t < 0)

World line of a
stationary
particle

Future (t > 0)

x

t

Fig. 1-4. The worldline of a stationary particle is a straight line.

such a diagram is then described by lines that make a 45◦angle with the x-axis,
i.e., lines that satisfy

t2 = x2

In the first quadrant, the paths of light rays are described by the lines t = x .
The motion of a particle through spacetime as depicted in a spacetime diagram

(Fig. 1-4) is called a worldline. The simplest of all particle motion is a particle
just sitting somewhere. To indicate the worldline of a stationary particle on a
spacetime diagram, we simply draw a straight vertical line that passes through
the x-axis at the spatial location of the particle. This makes sense because the
particle is located at some position x that does not change, but time keeps
marching forward.

timelike

spacelike

x

t

Fig. 1-5. A light cone with two spatial dimensions.
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Special relativity tells us that a particle cannot move faster than the speed of
light. On a spacetime diagram, this is indicated by the fact that particle motion
is restricted to occur only inside the light cone. The region inside the light cone
is called timelike. Regions outside the light cone, which are casually unrelated
to the event E , are called spacelike.

More insight is gained when we draw a spacetime diagram showing two
spatial dimensions. This is shown in Fig. 1-5.

Four Vectors
In special relativity we work with a unified entity called spacetime rather than
viewing space as an arena with time flowing in the background. As a result, a
vector is going to have a time component in addition to the spatial components
we are used to. This is called a four vector. There are a few four vectors that are
important in relativity. The first is the four velocity, which is denoted by �u and
has components

�u =
(

dt

dτ
,

dx

dτ
,

dy

dτ
,

dz

dτ

)

We can differentiate this expression again with respect to proper time to obtain
the four acceleration �a. The norm or magnitude squared of �v · �v tells us if a vector
is timelike, spacelike, or null. The definition will depend on the sign convention
used for the line element. If we take ds2 = c2dt2 − dx2 − dy2 − dz2, then if
�v · �v > 0 we say that �v is timelike. If �v · �v < 0, we say �v is spacelike. When
�v · �v = 0, we say that �v is null. The four velocity is always a timelike vector.
Following this convention, we compute the dot product as

�v · �v = (vt )
2 − (vx )2 − (vy

)2 − (vz)
2

The dot product is an invariant, and so has the same value in all Lorentz frames.
If a particle is moving in some frame F with velocity �u, we find that energy and
momentum conservation can be achieved if we take the energy to be E = γ m0c2

and define the four momentum �p using

�p = γ m0�u (1.27)

where m0 is the particle’s rest mass and �u is the velocity four vector. In a more
familiar form, the momentum four vector is given by �p = (E/c, px , py, pz

)
.
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For two frames in the standard configuration, components of the momentum
four vector transform as

p′
x = γ px − βγ E/c

p′
y = py

p′
z = pz

E ′ = γ E − βγ cpx

(1.28)

Using our sign convention for the dot product, we find

�p · �p = E2/c2 − p2
x − p2

y − p2
z = E2/c2 − p2

Remember, the dot product is a Lorentz invariant. So we can find its value
by calculating it in any frame we choose. In the rest frame of the particle, the
momentum is zero (and so p2 = 0) and the energy is given by Einstein’s famous
formula E = m0c2. Therefore

�p · �p = m2
0c2

Putting these results together, we obtain

E2 − p2c2 = m2
0c4 (1.29)

Relativistic Mass and Energy
The rest mass of a particle is the mass of the particle as measured in the instanta-
neous rest frame of that particle. We designate the rest mass by m0. If a particle
is moving with respect to an observer O with velocity v then O measures the
mass of the particle as

m = m0√
1 − v2/c2

= γ m0 (1.30)

Now consider the binomial expansion, which is valid for |x | < 1,

(1 + x)n ≈ 1 + nx
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For n = −1/2,

(1 − x)−1/2 ≈ 1 + 1

2
x

Setting x = v2/c2 in (1.30), we obtain

m = m0√
1 − v2/c2

≈ m0

(
1 + 1

2

v2

c2

)
= m0 + 1

2
m0

v2

c2

Multiplying through by c2 we obtain an expression that relates the relativistic
energy to the rest mass energy plus the Newtonian kinetic energy of the particle:

mc2 = m0c2 + 1

2
m0v2

Quiz
1. An inertial frame is best described by

(a) one that moves with constant acceleration
(b) a frame that is subject to constant forces
(c) a frame that moves with constant velocity
(d) a frame that is subject to galilean transformations

2. The proper time dτ 2 is related to the interval via
(a) dτ 2 = −ds2

(b) dτ 2 = ds2

(c) dτ 2 = −c2 ds2

(d) dτ 2=−ds2

c2

3. The principle of relativity can be best stated as
(a) The laws of physics differ only by a constant in all reference frames

differing by a constant acceleration.
(b) The laws of physics change from one inertial reference frames to

another.
(c) The laws of physics are the same in all inertial reference frames.

4. Rapidity is defined using which of the following relationships?
(a) tanh φ = v

c
(b) tan φ = v

c
(c) tanh φ = − v

c
(d) v tanh φ = c



22 CHAPTER 1 Special Relativity

5. Consider two frames in standard configuration. The phenomenon of
length contraction can be described by saying that distances are shortened
by a factor of

(a)
√

1 + β2

(b)
√

1 − β2

(c) −
√

1 + β2

c2



2
CHAPTER

Vectors, One Forms,
and the Metric

In this chapter we describe some of the basic objects that we will encounter in
our study of relativity. While you are no doubt already familiar with vectors from
studies of basic physics or calculus, we are going to be dealing with vectors in a
slightly different light. We will also encounter some mysterious objects called
one forms, which themselves form a vector space. Finally, we will learn how a
geometry is described by the metric.

Vectors
A vector is a quantity that has both magnitude and direction. Graphically, a
vector is drawn as a directed line segment with an arrow head. The length of
the arrow is a graphic representation of its magnitude. (See Figure 2-1).

23
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x

y

v
→

Fig. 2-1. Your basic vector, a directed line segment drawn in the x–y plane.

The reader is no doubt familiar with the graphical methods of vector addition,
scalar multiplication, and vector subtraction. We will not review these methods
here because we will be looking at vectors in a more abstract kind of way. For our
purposes, it is more convenient to examine vectors in terms of their components.
In the plane or in ordinary three-dimensional space, the components of a vector
are the projections of the vector onto the coordinate axes. In Fig. 2-2, we show
a vector in the x–y plane and its projections onto the x and y axes.

The components of a vector are numbers. They can be arranged as a list.
For example, in 3 dimensions, the components of a vector A can be written
as A = (Ax , Ay, Az

)
. More often, one sees a vector written as an expansion in

terms of a set of basis vectors. A basis vector has unit length and points along the
direction of a coordinate axis. Elementary physics books typically denote the
basis for cartesian coordinates by (î, ĵ, k̂), and so in ordinary three-dimensional

x

y

WWy

Wx

Fig. 2-2. A vector W in the x−y plane, resolved into its components Wx and Wy. These
are the projections of W onto the x and y axes.
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cartesian space, we can write the vector A as

�A = Ax î + Ay ĵ + Azk̂

In more advanced texts a different notation is used:

�A = Ax x̂ + Ay ŷ + Azẑ

This has some advantages. First of all, it clearly indicates which basis vector
points along which direction (the use of (î, ĵ, k̂) may be somewhat mysterious to
some readers). Furthermore, it provides a nice notation that allows us to define
a vector in a different coordinate system. After all, we could write the same
vector in spherical coordinates:

�A = Arr̂ + Aθ θ̂ + Aφφ̂

There are two important things to note here. The first is that the vector A is a
geometric object that exists independent of coordinate system. To get its com-
ponents we have to choose a coordinate system that we want to use to represent
the vector. Second, the numbers that represent the vector in a given coordinate
system, the components of the vector, are in general different depending on
what coordinate system we use to represent the vector. So for the example we
have been using so far

(
Ax , Ay, Az

) �= (Ar , Aθ , Aφ

)
.

New Notation
We are now going to use a different notation that will turn out to be a bit more
convenient for calculation. First, we will identify the coordinates by a set of
labeled indices. The letter x is going to be used to represent all coordinates, but
we will write it with a superscript to indicate which particular coordinate we
are referring to. For example, we will write y as x2. It is important to recognize
that the “2” used here is just a label and is not an exponent. In other words,

y2 = (x2
)2

and so on. For the entire set of cartesian coordinates, we make the following
identification:

(x, y, z) → (
x1, x2, x3

)
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With this identification, when we write x1 we mean x , while x2 means y and
so forth. This identification is entirely general, and we can use it to represent
another coordinate system such as cylindrical coordinates. What represents what
will be made clear from the context. Also, it will be convenient to move back
and forth between this representation and the ones you are used to.

When using more than one coordinate system, or more importantly when
considering transformations between coordinate system, we need a way to apply
this representation to two different sets of coordinates. One way to do so is to
put primes on the indices. As an example, suppose we are considering cartesian
and spherical coordinates within the context of the same problem. If we label
cartesian coordinates with (x, y, z) → (

x1, x2, x3
)
, then we add primes to the

labels used for spherical coordinates and write

(r, θ, φ) →
(

x1′
, x2′

, x3′)
We will label the components of a vector in the same way, with a raise index.

In the current example, the components of a vector A in cartesian coordinates
would be given by

A = (A1, A2, A3
)

While primed coordinates would represent the same vector in spherical coordi-
nates

A =
(

A1′
, A2′

, A3′)
another useful notation change is to write partial derivatives in a succinct way.
We write

∂ f

∂x
= ∂x f

or, using indices, we write

∂

∂xa
→ ∂a

There are two reasons for writing things in this apparently obscure fashion.
The first is that when you do relativity a great deal of writing is required.
Hey! Anything that can cut back on that is a good thing. But we will see that the
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placement of the indices (as shown in ∂a) will prove to be more enlightening and
useful. Unfortunately, at this point we’re not ready to say why, so you’ll just have
to take my word for it and just keep in mind what the shorthand symbols mean.

Four Vectors
In many cases, we are not going to work with specific components of an ob-
jectlike vector, but will rather work with a general component. In this book we
will label components of objectlike vectors with lowercase Latin letters. For
example, we can refer to the vector A by

Aa

As we get involved with relativity, a vector will have space and time compo-
nents (it will be a four vector). In that case, the time component of the vector
will be labeled by the index 0, and so the components of a four vector V will
be given by

V = (V 0, V 1, V 2, V 3
)

Vector addition can be described in the following way:

�A + �B = (A0 + B0, A1 + B1, A2 + B2, A3 + B3
)

while scalar multiplication can be written as

α �A = (αA0, αA1, αA2, αA3
)

Keep in mind that some authors prefer to use (1, 2, 3, 4) as their indices, using
4 to label time. We will stick to using 0 to label the time coordinate, however.

Many authors prefer to use the following labeling convention. When all four
components (space and time) in an expression are used, Greek letters are used
for indices. So if an author writes

T µ γ
ν

the indices µ, ν, γ can range over (0, 1, 2, 3). In this context, Latin indices are
reserved for spatial components only, and so in the expression

Si
j
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the indices i , j will range only over (1, 2, 3). Typing a lot of Greek symbols is
a bit of extra work, so we will stick to using Latin indices all the time. When
possible, we will use early letters (a, b, c, . . .) to range over all possible values
(0, 1, 2, 3) and use letters from the middle of the alphabet such as i , j to range
only over the spatial components (1, 2, 3).

The Einstein Summation Convention
The Einstein summation convention is a way to write sums in a shorthand
format. When the same index appears twice in an expression, once raised and
once lowered, a sum is implied. As a specific example,

3∑
i=1

Ai Bi → Ai Bi = A1 B1 + A2 B2 + A3 B3

Another example is that SaTab is shorthand for the expression

3∑
a=0

SaTab

An index that is summed over is called a dummy index, and can be replaced by
another label if it is convenient. For example,

SaTab = S cTcb

The index b in the previous expressions is not involved in the sum operations.
Such an index is known as a free index. A free index will typically appear on
both sides of an expression. For example, consider the following equation:

Aa′ = �a′
b Ab

In this expression, b is once again a dummy index. The sum implied here means
that

Aa′ = �a′
b Ab = �a′

0 A0 + �a′
1 A1 + �a′

2 A2 + �a′
3 A3

The other index found in this expression, a′, is a free index. If we elect to change
the free index, it must be changed on both sides of the equation. Therefore it
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would be valid to make the change a′ → b′, provided that we make this change
on both sides; i.e.,

Ab′ = �b′
b Ab

Tangent Vectors, One Forms,
and the Coordinate Basis

We will often label basis vectors with the notation ea . Using the Einstein sum-
mation convention, a vector V can be written in terms of some basis as

V = V aea

In this context the notation ea makes sense, because we can use it in the
summation convention (this would not be possible with the cumbersome
(î, ĵ, k̂) for example).

In a given coordinate system, the basis vectors ea are tangent to the coordinate
lines. (See Fig. 2-3 and Fig. 2-4) This is the reason why we can write basis vectors
as partial derivatives in a particular coordinate direction (for an explanation, see
Carroll, 2004). In other words, we take

ea = ∂a = ∂

∂xa

This type of basis is called a coordinate basis. This allows us to think of a vector
as an operator, one that maps a function into a new function that is related to its
derivative. In particular,

Vf = (V aea) = V a∂a f

A vector V can be represented with covariant components Va . This type of
vector is called a one form. Basis one forms have raised indices and are often
denoted by ωa . So we can write

Ṽ = Vaω
a

We have used a tilde to note that this is a one form and not an ordinary vector
(but it is the same object, in a different representation). Later, we will see how to
move between the two representations by raising and lowering indices with the
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V
→

Fig. 2-3. A tangent vector to a curve.

metric. The basis one forms form a dual vector space to ordinary vectors, in the
sense that the one forms constitute a vector space in their own right and the basis
one forms map basis vectors to a number, the Kronecker delta function; i.e.,

ωa (eb) = δa
b (2.1)

where

δa
b =

{
1 a = b
0 otherwise

In a coordinate representation, the basis one forms are given by

ωa = dxa (2.2)

With this representation, it is easy to see why (2.1) holds.
An arbitrary one form σa maps a vector V a to a number via the scalar product

σ · V = σaV a

We can think of this either way: we can visualize vectors as maps that take one
forms to the real numbers via the scalar product. More generally, we can define
a (p, q) tensor as a function that takes p one forms and q vectors as input and

Tp

Fig. 2-4. An admittedly crude representation.The blob represents a manifold (basically a
space of points). Tp is the tangent space at a point p. The tangent vectors live here.
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maps them to the real numbers. We can write a general tensor in the following
way:

T = Tabc···lmn···ωa ⊗ ωb ⊗ ωc · · · el ⊗ em ⊗ en · · ·

We will have more to say about one forms, basis vectors, and tensors later.

Coordinate Transformations
In relativity it is often necessary to change from one coordinate system to
another, or from one frame to another. A transformation of this kind is imple-
mented with a transformation matrix that we denote by �a

b′ . The placement
of the indices and where we put the prime notation will depend on the particu-
lar transformation. In a coordinate transformation, the components of �a

b′ are
formed by taking the partial derivative of one coordinate with respect to the
other. More specifically,

�a
b′ = ∂xa

∂xb′ (2.3)

The easiest way to get a handle on how to apply this is to simply write the
formulas down and apply them in a few cases. Basis vectors transform as

ea′ = �b
a′eb (2.4)

We can do this because, as you know, it is possible to expand any vector in terms
of some basis. What this relation gives us is an expansion of the basis vector
ea′ in terms of the old basis eb. The components of ea′ in the eb basis are given
by �a

b′ . Note that we are denoting the new coordinates by primes and the old
coordinates are unprimed indices.

EXAMPLE 2-1
Plane polar coordinates are related to cartesian coordinates by

x = r cos θ and y = r sin θ

Describe the transformation matrix that maps cartesian coordinates to polar
coordinates, and write down the polar coordinate basis vectors in terms of the
basis vectors of cartesian coordinates.
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SOLUTION 2-1
Using �a

b′ = ∂xa

∂xb′ , the components of the transformation matrix are

�x
r = ∂x

∂r
= cos θ and �y

r = ∂y

∂r
= sin θ

�x
θ = ∂x

∂θ
= −r sin θ and �y

θ = ∂y

∂θ
= r cos θ

Using (2.4), we can write down the basis vectors in polar coordinates. We obtain

er = �x
r ex + �y

r ey = cos θex + sin θey

eθ = �x
θex + �y

θey = −r sin θex + r cos θey

The components of a vector transform in the opposite manner to that of a basis
vector (this is why, an ordinary vector is sometimes called contravariant; it
transforms contrary to the basis vectors). This isn’t so surprising given the
placement of the indices. In particular,

V a′ = �a′
bV b = ∂xa′

∂xb
V b (2.5)

The components of a one form transform as

σa′ = �b
a′σb (2.6)

Basis one forms transform as

ωa′= dxa′ = �a′
bdxb (2.7)

To find the way an arbitrary tensor transforms, you just use the basic rules for
vectors and one forms to transform each index (OK we aren’t transforming the
indices, but you get the drift). Basically, you add an appropriate � for each index.
For example, the metric tensor, which we cover in the next section, transforms as

ga′b′ = �c
a′�d

b′ gcd

The Metric
At the most fundamental level, one could say that geometry is described by
the pythagorean theorem, which gives the distance between two points (see
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c

a

b

Fig. 2-5. The pythagorean theorem tells us that the lengths of a, b, c are related by

c =
√

a2 + b2.

Fig. 2-5). If we call P1 = (x1, y1) and P2 = (x2, y2), then the distance d is given
by

d =
√

(x1 − x2)2 + (y1 − y2)2

Graphically, of course, the pythagorean theorem gives the length of one side of
a triangle in terms of the other two sides, as shown in Fig. 2-3.

As we have seen, this notion can be readily generalized to the flat spacetime of
special relativity, where we must consider differences between spacetime events.
If we label two events by (t1, x1, y1, z1) and (t2, x2, y2, z2), then we define the
spacetime interval between the two events to be

(�s)2 = (t1 − t2)2 − (x1 − x2)2 − (y1 − y2)2 − (z1 − z2)2

Now imagine that the distance between the two events is infinitesimal. That is,
if the first event is simply given by the coordinates (t, x, y, z), then the second
event is given by (t + dt, x + dx, y + dy, z + dz). In this case, it is clear that
the differences between each term will give us (dt, dx, dy, dz). We write this
infinitesimal interval as

ds2 = dt2 − dx2 − dy2 − dz2

As we shall see, the form that the spacetime interval takes, which describes
the geometry, is closely related to the gravitational field. Therefore it’s going to
become quite important to familiarize ourselves with the metric. In short, the in-
terval ds2, which often goes by the name the metric, contains information about
how the given space (or spacetime) deviates from a flat space (or spacetime).

You are already somewhat familiar with the notion of a metric if you’ve
studied calculus. In that kind of context, the quantity ds2 is often called a line
element. Let’s quickly review some familiar line elements. The most familiar is
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that of ordinary cartesian coordinates. That one is given by

ds2 = dx2 + d y2 + dz2 (2.8)

For spherical coordinates, we have

ds2 = dr2 + r2dθ2 + r2 sin θdφ2 (2.9)

Meanwhile, the line element for cylindrical coordinates is

ds2 = dr2 + r2dφ2 + dz2 (2.10)

We can write these and other line elements in a succinct way by writing the
coordinates with indices and summing. Generally, the line element is written as

ds2 = gab (x) dxadxb (2.11)

where gab (x) are the components of a second rank tensor (note that we can write
these components as a matrix) called the metric. You can remember what this
thing is by recalling that the components of the metric are given by the coeffi-
cient functions that multiply the differentials in the line element. For a metric
describing ordinary three-dimensional space, these components are arranged
into a matrix as follows:

gij =

 g11 g12 g13

g21 g22 g23

g31 g32 g33




For example, looking at (2.8), we see that for cartesian coordinates we can write

gij =

1 0 0

0 1 0
0 0 1




When dealing with spacetime, we take the convention that the time coordinate
is labeled by x0 and write the matrix representation of the metric as

gab =




g00 g01 g02 g03

g10 g11 g12 g13

g20 g21 g22 g23

g30 g31 g32 g33
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For spherical coordinates, we make the identification (r, θ, φ) → (
x1, x2, x3

)
and using (2.9) write

gij =

1 0 0

0 r2 0
0 0 r2 sin2 θ


 (2.12)

For cylindrical coordinates, the matrix takes the form

gij =

1 0 0

0 r2 0
0 0 1


 (2.13)

In many cases, like the ones we have considered so far, the metric has com-
ponents only along the diagonal. However, be aware that this is not always the
case. For example, a metric can arise in the study of gravitational radiation that
is called the Bondi metric. The coordinates used are (u, r, θ, φ) and the line
element can be written as

ds2 =
(

f

r
e2β − g2r2e2α

)
du2 + 2e2βdudr + 2gr2e2αdudθ

−r2
(
e2αdθ2 + e−2α sin2 θdφ2

) (2.14)

Here f, g, α, β are functions of the coordinates (u, r, θ, φ). With these coordi-
nates, we can write the matrix representation of the metric as

gab =




guu gur guθ guφ

gru grr grθ grφ

gθu gθr gθθ gθφ

gφu gφr gφθ gφφ




A good piece of information to keep in the back of your mind is that the
metric is symmetric; i.e., gab = gba . This information is useful when writing
down components of the metric associated with the mixed terms in the line
element. For example, in this case we have

2e2βdudr = e2βdudr + e2βdrdu = gur dudr + grudrdu

2gr2e2αdudθ = gr2e2αdudθ + gr2e2αdθdu = guθdudθ + gθudθdu
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With this in mind, we write

gab =




f
r e2β − g2r2e2α e2β gr2e2α 0

e2β 0 0 0
gr2e2α 0 −r2e2α 0

0 0 0 −r2e−2α sin2 θ




The metric is a coordinate-dependent function, as can be seen from the examples
discussed so far. Furthermore, recall that different sign conventions are used for
space and time components. As an example, consider flat Minkowski space
written with spherical coordinates. It is entirely appropriate to use

ds2 = dt2 − dr2 − r2dθ2 − r2 sin2 θdφ2

and it is equally appropriate to use

ds2 = −dt2 + dr2 + r2dθ2 + r2 sin2 θdφ2

The important thing is to make a choice at the beginning and stick with it
for the problem being solved. When reading textbooks or research papers, be
aware of the convention that the author is using. We will use both conventions
from time to time so that you can get used to seeing both conventions.

The Signature of a Metric
The sum of the diagonal elements in the metric is called the signature. If we
have

ds2 = −dt2 + dx2 + dy2 + dz2

then

gab =




−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




The signature is found to be

−1 + 1 + 1 + 1 = 2
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The Flat Space Metric
By convention, the flat metric of Minkowski spacetime is denoted by ηab. There-
fore

ηab =




−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




provided that ds2 = −dt2 + dx2 + dy2 + dz2.

The Metric as a Tensor
So far we have casually viewed the metric as a collection of the coefficients
found in a given line element. But as we mentioned earlier, the metric is a
symmetric second rank tensor. Let’s begin to think about it more in this light. In
fact the metric g, which we sometimes loosely call the line element, is written
formally as a sum over tensor products of basis one forms

g = gabdxa ⊗ dxb

First, note that the metric has an inverse, which is written with raised indices.
The inverse is defined via the relationship

gabgbc = δc
a (2.15)

where δc
a is the familiar (hopefully) Kronecker delta function.

When the metric is diagonal, this makes it easy to find the inverse. For ex-
ample, looking at the metric for spherical coordinates (2.12), it is clear that all
components gab = 0 when a �= b. So using (2.15), we arrive at the following:

grr grr = 1 ⇒ grr = 1

gθθ gθθ = gθθr2 = 1 ⇒ gθθ = 1

r2

gφφgφφ = gφφr2 sin2 θ = 1 ⇒ gφφ = 1

r2 sin2 θ
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These components can be arranged in matrix form as

gab =

1 0 0

0 1
r2 0

0 0 1
r2 sin2 θ


 (2.16)

Index Raising and Lowering
In relativity it is often necessary to use the metric to manipulate expressions via
index raising and lowering. That is, we can use the metric with lowered indices
to lower an upper index present on another term in the expression, or use the
metric with raised indices to raise a lower index present on another term. This
probably sounds confusing if you have never done it before, so let’s illustrate
with an example. First, consider some vector V a . We can use the metric to obtain
the covariant components by writing

Va = gabV b (2.17)

Remember, the summation convention is in effect and so this expression is
shorthand for

Va = gabV b = ga0V 0 + ga1V 1 + ga2V 2 + ga3V 3

Often, but not always, the metric will be diagonal and so only one of the terms
in the sum will contribute. Indices can be raised in an analogous manner:

V a = gabVb (2.18)

Let’s provide a simple illustration with an example.

EXAMPLE 2-2
Suppose we are working in spherical coordinates where a contravariant vector
Xa = (1, r, 0) and a covariant vector Ya = (0, −r2, cos2 θ ). Find Xa and Y a .

SOLUTION 2-2
Earlier we showed that grr = grr = 1, gθθ = r2, gθθ = 1

r2 , gφφ = r2 sin2 θ,

gφφ = 1
r2 sin2 θ

. Now

Xa = gab Xb
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and so

Xr = grr Xr = (1)(1) = 1

Xθ = gθθ X θ = (r2
)

(r ) = r3

Xφ = gφφ Xφ = (r2 sin2 θ
)

(0) = 0

Therefore, we obtain Xa = (1, r3, 0
)
. For the second case, we need to raise

indices, so we write

Y a = gabYb

This gives

Y r = grr Yr = (1)(0) = 0

Y θ = gθθYθ = ( 1
r2

) (−r2
) = −1

Y φ = gφφYφ =
(

1
r2 sin2 θ

)
(cos2 θ ) = cos2 θ

r2 sin2 θ
= cot2 θ

r2

and so Y a =
(

0, −1, cot2 θ
r2

)
.

EXAMPLE 2-3
In this example, we consider a fictitious two-dimensional line element given by

ds2 = x2dx2 + 2dxdy − dy2

Write down gab, gab and then raise and lower indices on Va = (1, −1), W a =
(0, 1).

SOLUTION 2-3
With lowered indices the metric can be written in matrix form as

gab =
(

gxx gxy

gyx gyy

)

We see immediately from the coefficients of dx2 and dy2 in the line element
that

gxx = x2 and gyy = −1
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To obtain the terms with mixed indices, we use the symmetry of the metric to
write gxy = gyx and so

2dxdy = dxdy + dydx = gxydxdy + gyxdydx

Therefore, we find that

gxy = gyx = 1

In matrix form, the metric is

gab =
(

x2 1
1 −1

)

To obtain the inverse, we use the fact that multiplying the two matrices gives
the identity matrix. In other words,(

gxx gxy

gyx gyy

)(
x2 1
1 −1

)
=
(

1 0
0 1

)

Four equations can be obtained by carrying out ordinary matrix multiplication
in the above expression. These are

gxx x2 + gxy = 1

gxx − gxy = 0 ⇒ gxy = gxx

gxx x2 + gyy = 0

gyy = −x2gxx

gyx − gyy = 1

In addition, the symmetry of the metric provides the constraint gxy = gyx . Using
gxy = gxx in the first equation, we find

gxx x2 + gxx = gxx (1 + x2) = 1

⇒ gxx = 1

1 + x2

and so

gxy = gxx = 1

1 + x2
= gyx
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Finally, for the last term we get

gyy = −x2gyx = −x2

1 + x2

Now with this information in place, we can raise and lower indices as desired.
We find

V a = gabVb

⇒ V x = gxbVb = gxx Vx + gxy Vy = 1

1 + x2
(1) + 1

1 + x2
(−1) = 0

V y = gybVb = gyx Vx + gyy Vy = 1

1 + x2
(1) − x2

1 + x2
(−1) = 1 + x2

1 + x2
= 1

⇒ V a = (0, 1)

In the other case, we have

Wa = gabW b

⇒ Wx = gxbW b = gxx W x + gxyW y = 1

1 + x2
(0) + 1

1 + x2
(1) = 1

1 + x2

Wy = gybW b = gyx W x + gyyW y = 1

1 + x2
(0) +

( −x2

1 + x2

)
(1) = −x2

1 + x2

⇒ Wa =
(

1

1 + x2
,

−x2

1 + x2

)

Index Gymnastics
Often we raise and lower indices with the metric in a more abstract fashion.
The reason for doing this is to get equations in a more desirable form to derive
some result, say. We will be seeing more of this later, so it will make more
sense as we go along. Right now we will just provide a few examples that show
how this works. We’ve already seen a bit of this with an ordinary vector

Xa = gab Xb

We can also apply this technique to a vector that is present in a more complicated
expression, such as

XaY c = gab XbY c
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or we can use it with higher rank tensors. Some examples are

Sa
b = gac Scb

T ab = gacT b
c = gacgbd Tcd

Rabcd = gae Re
bcd

In flat spacetime, the metric ηab is used to raise and lower indices. When
we begin to prove results involving tensors, this technique will be used
frequently.

The Dot Product
Earlier we briefly mentioned the scalar or dot product. The metric also tells us
how to compute the dot or scalar product in a given geometry. In particular, the
dot product is written as

V · W = VaW a

Now we can use index raising and lowering to write the scalar product in a
different way:

V · W = VaW a = gabV bW a = gabVaWb

EXAMPLE 2-4
Consider the metric in plane polar coordinates with components given by

gab =
(

1 0
0 r2

)
and gab =

(
1 0
0 1

r2

)

Let V a = (1, 1) and Wa = (0, 1). Find Va, W a, and V · W.

SOLUTION 2-4
Proceeding in the usual manner, we find

Va = gabV b

⇒ Vr = grr V r = (1)(1) = 1

Vθ = gθθ V θ = (r2
)

(1) = r2

⇒ Va = (1, r2)
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In an analogous manner, we obtain

W a = gabWb

⇒ W r = grr Wr = (1)(0) = 0

W θ = gθθ Wθ =
(

1

r2

)
(1) = 1

r2

⇒ W a =
(

0,
1

r2

)

For the dot product, we find

V · W = gabV aW b = grr V r W r + gθθ V θ W θ

= (1)(0) + (r2
) ( 1

r2

)
= 0 + 1 = 1

As a check, we compute

V · W = V aWa = V r Wr + V θ Wθ = (1)(0) + (1)(1) = 0 + 1 = 1

Passing Arguments to the Metric
Thinking of a tensor as a map from vectors and one forms to the real numbers,
we can think of the metric in different terms. Specifically, we can view the metric
as a second rank tensor that accepts two vector arguments. The output is a real
number, the dot product between the vectors

g (V, W ) = V · W

Looking at the metric tensor in this way, we see that the components of the
metric tensor are found by passing the basis vectors as arguments. That is

g (ea, eb) = ea · eb = gab (2.19)

In flat space, we have ea · eb = ηab.

EXAMPLE 2-5
Given that the basis vectors in cartesian coordinates are orthnormal, i.e.,

∂x · ∂x = ∂y · ∂y = ∂z · ∂z = 1
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with all other dot products vanishing, show that the dot products of the basis
vectors in spherical polar coordinates give the components of the metric.

SOLUTION 2-5
The basis vectors in spherical coordinates are written in terms of those of carte-
sian coordinates using the basis vector transformation law

ea′ = �b
a′eb

where the elements of the transformation matrix are given by

�b
a′ = ∂xb

∂xa′

The coordinates are related in the familiar way:

x = r sin θ cos φ, y = r sin θ sin φ, z = r cos θ

We have

∂r = ∂r

∂x
∂x + ∂r

∂y
∂y + ∂r

∂z
∂z

= sin θ cos φ∂x + sin θ sin φ∂y + cos θ∂z

Therefore, the dot product is

grr = ∂r · ∂r = sin2 θ cos2 φ + sin2 θ sin2 φ + cos2 θ

= sin2 θ
(
cos2 φ + sin2 φ

)+ cos2 θ

= sin2 θ + cos2 θ = 1

The basis vector ∂θ is given by

∂θ = r cos θ cos φ∂x + r cos θ sin φ∂y − r sin θ∂z

and the dot product is

gθθ = ∂θ · ∂θ

= r2 cos2 θ cos2 φ + r2 cos2 θ sin2 φ + r2 sin2 θ

= r2
[
cos2 θ

(
cos2 φ + sin2 φ

)+ sin2 θ
] = r2
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The last basis vector is

∂φ = −r sin θ sin φ∂x + r sin θ cos φ∂y

Therefore, the last component of the metric is

gφφ = ∂φ · ∂φ = r2 sin2 θ sin2 φ + r2 sin2 θ cos2 φ

= r2 sin2 θ
(
sin2 φ + cos2 φ

) = r2 sin2 θ

As an exercise, you can check to verify that all the other dot products vanish.

Null Vectors
A null vector V a is one that satisfies

gabV aV b = 0 (2.20)

The Metric Determinant
The determinant of the metric is used often. We write it as

g = det (gab) (2.21)

Quiz
1. The following is a valid expression involving tensors:

(a) SaTab = ScTab

(b) SaTab = SaTac

(c) SaTab = ScTcb

2. Cylindrical coordinates are related to cartesian coordinates via x =
r cos φ, y = r sin φ, and z = z. This means that �z

z is given by
(a) 1
(b) −1
(c) 0
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3. If ds2 = dr2 + r2 dφ2 + dz2 then
(a) grr = dr, gφφ = r dφ, and gzz = dz
(b) grr = 1, gφφ = r2, and gzz = 1
(c) grr = 1, gφφ = r, and gzz = 1
(d) grr = dr2, gφφ = r2 dφ2, and gzz = dz2

4. The signature of

gab =




1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1




is
(a) −2
(b) 2
(c) 0
(d) 1

5. In spherical coordinates, a vector has the following components: Xa =(
r, 1

r sin θ
, 1

cos2 θ

)
. The component Xφ is given by

(a) 1/ cos2 θ

(b) cos2 θ

(c) r2 tan2 θ

(d) r2/ cos2 θ



3
CHAPTER

More on Tensors

In this chapter we continue to lay down the mathematical framework of relativity.
We begin with a discussion of manifolds. We are going to loosely define only
what a manifold is so that the readers will have a general idea of what this
concept means in the context of relativity. Next we will review and add to our
knowledge of vectors and one forms, and then learn some new tensor properties
and operations.

Manifolds
To describe curved spacetime mathematically, we will use a mathematical con-
cept known as a manifold. Basically speaking, a manifold is nothing more than a
continuous space of points that may be curved (and complicated in other ways)
globally, but locally it looks like plain old flat space. So in a small enough
neighborhood Euclidean geometry applies. Think of the surface of a sphere or
the surface of the earth as an example. Globally, of course, the earth is a curved
surface. Imagine drawing a triangle with sides that went from the equator to

47
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Fig. 3-1. The surface of a sphere is an example of a manifold. Pick a small enough
patch, and space in the patch is Euclidean (flat).

the North Pole. For that kind of triangle, the familiar formulas of Euclidean
geometry are not going to apply. But locally it is flat, and good old Euclidean
geometry applies.

Other examples of manifolds include a torus (Fig. 3-2), or even a more abstract
example like the set of rotations in cartesian coordinates.

A differentiable manifold is a space that is continuous and differentiable. It is
intuitively obvious that we must describe spacetime by a differentiable manifold,
because to do physics we need to be able to do calculus.

Generally speaking, a manifold cannot be completely covered by a single
coordinate system. But we can “cover” the manifold with a set of open sets
Ui called coordinate patches. Each coordinate patch can be mapped to flat
Euclidean space.

Fig. 3-2. A torus is an example of a manifold.
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M

U1

U2

U3

Flat
space

Image of U1 

xa(p)

p

Fig. 3-3. A crude abstract illustration of a manifold. The manifold cannot be covered by
a single coordinate system, but we cover it with a set of coordinate patches that we

designate by Ui . These patches may overlap. The points in each patch can be mapped to
flat Euclidean space. Here we illustrate a mapping for a coordinate patch we’ve called
U1̄. A point p that belongs to the manifold M (say in U1̄ ) is mapped to a coordinate

that we designate xa (p). (Houghston and Todd, 1992)

Parameterized Curves
The notion of a curve as the plot of some function is a familiar one. In the context
of relativity, however, it is more useful to think of curves in terms of parame-
terization. In this view, a point that moves through space traces out the curve.

The parameter of the curve, which we denote by λ, is a real number. We
describe a curve by a set of parametric equations that give the coordinates along
the curve for a given value of λ:

xa = xa (λ) (3.1)

In n dimensions, since there are n coordinates xa , there will be n such equations.

EXAMPLE 3-1
Consider the curve traced out by the unit circle in the plane. Describe a para-
metric equation for the curve.

SOLUTION 3-1
We call the parameter θ . Since we are in two dimensions, we need two functions
that will determine (x, y) for a given value of θ . Since the equation of a circle is
given by x2 + y2 = r2, in the case of the unit circle the equation that describes
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Fig. 3-4. A parabola with x ≥ 0.

the curve is

x2 + y2 = 1

This is an easy equation to describe parametrically. Since we know that cos2 θ +
sin2 θ = 1, we choose the parametric representation to be

x = cos θ and y = sin θ

EXAMPLE 3-2
Find a parameterization for the curve y = x2 such that x ≥ 0.

SOLUTION 3-2
The curve is shown in Fig. 3-4. To parameterize this curve with the restriction
that x ≥ 0, we can take x to be some positive number λ. To ensure that the
number is positive we square it; i.e.,

x = λ2

Since y = x2, it follows that y = λ4 will work.

Tangent Vectors and One Forms, Again
A curved space or spacetime is one that is going to change from place to place.
As such, in a curved spacetime, one cannot speak of a vector that stretches from
point to point. Instead, we must define all quantities like vectors and one forms
locally. In the previous chapter, we basically tossed out the idea that a basis
vector is defined as a partial derivative along some coordinate direction. Now
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let’s explore that notion a bit more carefully. We can do so with parameterized
curves.

Let xa (λ) be a parameterized curve. Then the components of the tangent
vector to the curve are given by

dxa

dλ
(3.2)

EXAMPLE 3-3
Describe the tangent vectors to the curves in Examples 3-1 and 3-2.

SOLUTION 3-3
In Example 3-1, we parameterized the curve traced out by the unit circle with
(cos θ, sin θ ). Using (3.2), we see that the components of the tangent vector to
the unit circle are given by (− sin θ, cos θ). Calling the tangent vector �τ and
writing the basis vectors in cartesian coordinates as ex and ey , we have

�τ = − sin θ ex + cos θ ey

Now we consider Example 3-2, where the given curve was y = x2. We found
that this curve could parameterize the curve with

(
λ2, λ4

)
. Using (3.2), we obtain

the tangent vector �v = (2λ, 4λ3
)
. Let’s invert the relation used to describe the

curve. We have

λ = √
x

Therefore, we can write �v as

�v = 2
√

xex + 4x3/2ey

Now that we’ve found out how to make a vector that is tangent to a parameter-
ized curve, the next step is to find a basis. Let’s expand this idea by considering
some arbitrary continuous and differentiable function f . We can compute the
derivative of f in the direction of the curve by d f

dλ
. Therefore, d

dλ
is a vector that

maps f to a real number that is given by d f
dλ

. The chain rule allows us to write
this as

d f

dλ
= d f

dλ

∂xa

∂xa
= dxa

dλ

∂ f

∂xa



52 CHAPTER 3 More on Tensors

The function f is arbitrary, so we can write

d

dλ
= dxa

dλ

∂

∂xa

In other words, we have expanded the vector d
dλ

in terms of a set of basis vectors.
The components of the vector are dxa

dλ
and the basis vectors are given by ∂

∂xa .
This is the origin of the argument that the basis vectors ea are given by partial
derivatives along the coordinate directions.

EXAMPLE 3-4
The fact that the basis vectors are given in terms of partial derivatives with
respect to the coordinates provides an explanation as to why we can write the
transformation matrices as

�a ′
b = ∂xa

∂xb′

SOLUTION 3-4
This can be done by applying the chain rule to a basis vector. We have, in the
primed coordinates,

ea′ = ∂

∂xa′ = ∂

∂xa′

(
∂xb

∂xb

)
= ∂xb

∂xa′
∂

∂xb
= �b

a′eb

Similarly, going the other way, we have

eb = ∂

∂xb
= ∂

∂xb

(
∂xa′

∂xa′

)
= ∂xa′

∂xb

∂

∂xa′ = �a′
bea′

Now let’s explore some new notation that is frequently seen in books and the
literature. We can write the dot product using a bracket-type notation 〈 , 〉. In
the left slot, we place a one form and in the right side we place a vector. And so
we write the dot product p · v as

p · v = 〈 p̃, �v〉 = pava (3.3)

Here p̃ is a one form. Using this notation, we can write the dot product between
the basis one forms and basis vectors as〈

ωa, eb

〉 = δa
b
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This can be seen easily writing the bases in terms of partial derivatives:

〈
ωa, eb

〉 = 〈dxa,
∂

∂xb

〉
= ∂xa

∂xb
= δa

b

This type of notation makes it easy to find the components of vectors and one
forms. We consider the dot product between an arbitrary vector V and a basis
one form:

〈
ωa, V

〉 = 〈ωa, V beb

〉 = V b
〈
ωa, eb

〉 = V bδa
b = V a

Since the components of a vector are just numbers, we are free to pull them
outside of the bracket 〈 , 〉. We can use the same method to find the components
of a one form:

〈σ, eb〉 = 〈σaω
a, eb

〉 = σa

〈
ωa, eb

〉 = σaδ
a
b = σb

Now we see how we can derive the inner product between an arbitrary one form
and vector:

〈σ, V 〉 = 〈σaω
a, V beb

〉 = σaV b
〈
ωa, eb

〉 = σaV bδa
b = σaV a

These operations are linear. In particular,

〈σ, aV + bW 〉 = a 〈σ, V 〉 + b 〈σ, W 〉
〈aσ + bρ, V 〉 = a 〈σ, V 〉 + b 〈ρ, V 〉

where a, b are scalars, σ, ρ are one forms, and V, W are vectors.

Tensors as Functions
A tensor is a function that maps vectors and one forms to the real numbers. The
components of a tensor are found by passing basis one forms and basis vectors
as arguments. For example, we consider a rank 2 tensor T . If we pass two basis
one forms as argument, we get

T
(
ωa, ωb

) = T ab
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A tensor with raised indices has contravariant components and is therefore
expanded in terms of basis vectors; i.e.,

T = T abea ⊗ eb

We have already seen an example of a tensor with lowered indices, the metric
tensor

gabω
a ⊗ ωb = gab dxa ⊗ dxb

(in a coordinate basis). A tensor is not fixed with raised or lowered indices; we
recall from the last chapter that we can raise or lower indices using the metric.
We can also have tensors with mixed indices. For each raised index we need a
basis vector, and for each lowered index we need a basis one form when writing
out the tensor as an expansion (the way you would write a vector expanding in
a basis). For example

S = Sab
c ea ⊗ eb ⊗ ωc

We get the components in the opposite way; that is, to get the upper index pass
a one form, and to get the lower index pass a basis vector:

Sab
c = S

(
ωa, ωb, ec

)
We can pass arbitrary vectors and one forms to a tensor. Remember, the com-
ponents of vectors and one forms are just numbers. So we can write

S (σ, ρ, V ) = S
(
σaω

a, ρbω
b, V cec

) = σaρbV c S
(
ωa, ωb, ec

) = σaρbV c Sab
c

The quantity σaρbV c Sab
c is a number, which is consistent with the notion that

a tensor maps vectors and one forms to numbers. Note that the summation
convention is used.

Tensor Operations
We now summarize a few basic algebraic operations that can be carried out with
tensors to produce new tensors. These operations basically mirror the types of
things you can carry out with vectors. For example, we can add two tensors of
the same type to get a new tensor:

Rab
c = Sab

c + T ab
c
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It follows that we can subtract two tensors of the same type to get a new tensor
of the same type:

Qa
b = Sa

b − T a

a
b

We can also multiply a tensor by a scalar a to get a new tensor

Sab = aTab

Note that in these examples, the placement of indices and number of indices are
arbitrary. We are simply providing specific examples. The only requirement is
that all of the tensors in these types of operations have to be of the same type.

We can use addition, subtraction, and scalar multiplication to derive the sym-
metric and antisymmetric parts of a tensor. A tensor is symmetric if Bab = Bba

and antisymmetric if Tab = −Tba . The symmetric part of a tensor is given by

T(ab) = 1

2
(Tab + Tba) (3.4)

and the antisymmetric part of a tensor is

T[ab] = 1

2
(Tab − Tba) (3.5)

We can extend this to more indices, but we won’t worry about that for the time
being. Often, the notation is extended to include multiple tensors. For instance,

V(aWb) = 1

2
(VaWb + WbVa)

Tensors of different types can be multiplied together. If we multiply a tensor
of type (m, n) by a tensor of type (p, q), the result is a tensor of type (m + p,
n + q). For example

Rab Sc
de = T abc

de

Contraction can be used to turn an (m, n) tensor into an (m− 1, n− 1) tensor.
This is done by setting a raised and lowered index equal:

Rab = Rc
acb (3.6)

Remember, repeated indices indicate a sum.
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The Kronecker delta can be used to manipulate tensor expressions. Use the
following rule: When a raised index in a tensor matches the lowered index in
the Kronecker delta, change it to the value of the raised index of the Kronecker
delta. This sounds confusing, so we demonstrate it with an example

δa
b T bc

d = T ac
d

Now consider the opposite. When a lowered index in a tensor matches a raised
index in the Kronecker delta, set that index to the value of the lowered index of
the Kronkecker delta:

δc
d T ab

c = T ab
d

EXAMPLE 3-5
Show that if a tensor is symmetric then it is independent of basis.

SOLUTION 3-5
We can work this out easily using the tensor transformation properties. Consid-
ering Bab = Bba , we work out the left side:

Bab = �c′
a�

d ′
b Bc′d ′ = ∂xc′

∂xa

∂xd ′

∂xb
Bc′d ′

For the other side, since we can move the derivatives around, we find

Bba = �d ′
b�

c′
a Bd ′c′ = ∂xd ′

∂xb

∂xc′

∂xa
Bd ′c′ = ∂xc′

∂xa

∂xd ′

∂xb
Bd ′c′

Equating both terms, it immediately follows that Bc′d ′ = Bd ′c′ .
It is also true that if Bab = Bba , then Bcd = Bdc. Working this out,

Bcd = gca Ba
d = gcagdb Bab = gcagdb Bba = gca Bd

a = Bdc

EXAMPLE 3-6
Let T ab be antisymmetric. Show that

S[aTbc] = 1

3
(SaTbc − SbTac + ScTab)
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SOLUTION 3-6
Since T ab is antisymmetric, we know that Tab = −Tba . The expression A[abc]

is given by

A[abc] = 1

6
(Aabc + Abca + Acab − Abac − Aacb − Acba)

Therefore, we find

S[aTbc] = 1

6
(SaTbc + SbTca + ScTab − SbTac − SaTcb − ScTba)

Now we use the antisymmetry of T , Tab = −Tba , to write

S[aTbc] = 1

6
(SaTbc − SbTac + ScTab − SbTac + SaTbc + ScTab)

= 1

6
(2SaTbc − 2SbTac + 2ScTab)

= 1

3
(SaTbc − SbTac + ScTab)

EXAMPLE 3-7
Let Qab = Qba be a symmetric tensor and Rab = −Rba be an antisymmetric
tensor. Show that

Qab Rab = 0

SOLUTION 3-7
Since Rab = −Rba , we can write

Rab = 1

2
(Rab + Rab) = 1

2
(Rab − Rba)

Therefore, we have

Qab Rab = 1

2
Qab (Rab − Rba) = 1

2

(
Qab Rab − Qab Rba

)
Note that the indices a, b are repeated in both terms. This means they are dummy
indices and we are free to change them. In the second term, we make the switch
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a ↔ b, which gives

Qab Rab = 1

2

(
Qab Rab − Qab Rba

) = 1

2

(
Qab Rab − Qba Rab

)

Now use the symmetry of Qab to change the second term, giving the desired
result:

1

2

(
Qab Rab − Qba Rab

) = 1

2

(
Qab Rab − Qab Rab

) = 1

2
Qab (Rab − Rab) = 0

EXAMPLE 3-8
Show that if Qab = Qba is a symmetric tensor and Tab is arbitrary, then

Tab Qab = 1

2
Qab (Tab + Tba)

SOLUTION 3-8
Using the symmetry of Q, we have

Tab Qab = Tab
1

2

(
Qab + Qab

) = Tab
1

2

(
Qab + Qba

)

Now multiply it by T , which gives

Tab
1

2

(
Qab + Qba

) = 1

2

(
Tab Qab + Tab Qba

)

Again, the indices a, b are repeated in both expressions. Therefore, they are
dummy indices that can be changed. We swap them in the second term a ↔ b,

which gives

1

2

(
Tab Qab + Tab Qba

) = 1

2

(
Tab Qab + Tba Qab

) = 1

2
Qab (Tab + Tba)
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The Levi-Cevita Tensor
No book on relativity can really give you a good enough headache without
mention of our friend, the Levi-Cevita tensor. This is

εabcd =



+1 for an even permutation of 0123
−1 for an odd permutation of 0123

0 otherwise
(3.7)

We will see more of this in future chapters.

Quiz
1. If T ab = −T ba then

(a) QabTab = 1
2

(
Qab + Qba

)
Tab

(b) QabTab = 1
2

(
Qab − Qba

)
Tab

(c) QabTab = 1
2

(
Qab − Qba

)
Tab

(d) QabTab = 1
2 (Qab − Qba) Tab

2. Let xa (λ) be a parameterized curve. The components of the tangent
vector to this curve are best described by
(a) dλ/dx
(b) f = x (λ)
(c) dxa/dλ

(d) x = f (λ)
3. A tensor with components Ta

b
c has an expansion in terms of basis vectors

and one forms, given by
(a) T = Ta

b
c ωa ⊗ ωb ⊗ ωc

(b) T = Ta
b

c ωa ⊗ eb ⊗ ωc

(c) T = Ta
b

cea ⊗ ωb ⊗ ec

4. The symmetric part of VaWb is best written as
(a) V(aWb) = 1

2 (VaWb − WbVa)

(b) V(aWb) = 1
2

(
V aWb + W bVa

)
(c) V(aWb) = 1

2 (VaWb + WbVa)
5. The Kronecker delta acts as

(a) δa
b T bc

d = −T ac
d

(b) δa
b T bc

d = Tacd

(c) δa
b T bc

d = T c
a d

(d) δa
b T bc

d = T ac
d



4
CHAPTER

Tensor Calculus

In this chapter we turn to the problem of finding the derivative of a tensor. In a
curved space or spacetime, this is a bit of a thorny issue. As we will see, properly
finding the derivative of a tensor, which should give us back a new tensor, is
going to require some additional mathematical formalism. We will show how
this works and then describe the metric tensor, which plays a central role in the
study of gravity. Next we will introduce some quantities that are important in
Einstein’s equation.

Testing Tensor Character
As we will see below, it is sometimes necessary to determine whether a given
object is a tensor or not. The most straightforward way to determine whether
an object is a given type of tensor is to check how it transforms. There are,
however, a few useful tips that can serve as a guide as to whether or not a given
quantity is a tensor.

The first test relies on the inner product. If the inner product

σa V a = φ

60

Copyright © 2006 by The McGraw-Hill Companies, Inc. Click here for terms of use.



CHAPTER 4 Tensor Calculus 61

where φ is a scalar and is invariant for all vectors V a , then σa is a one form. We
can carry this process further. If

Tab V a = Ub

such that Ub is a one form, then Tab is a (0, 2) tensor. Another test on Tab is

Tab V aW b = φ

where V a and W b are vectors and φ is an invariant scalar, then Tab is a (0, 2)
tensor.

The Importance of Tensor Equations
In physics we seek invariance, i.e., we seek laws of physics written in an invariant
form that is true for all observers. Tensors are a key ingredient in this recipe,
because if a tensor equation is true in one coordinate system then it is true in
all coordinate systems. This can greatly simplify analysis because we can often
transform to a coordinate system where the mathematics will be easier. There
we can find the form of a result we need and then express it in another coordinate
system if desired.

A simple example of this is provided by the vacuum field equations. We will
see that these can be expressed in the form of a (0, 2) tensor called the Ricci
tensor, where

Rab = 0

It is immediately obvious that this equation is true in any coordinate system.
Let’s transform to a different coordinate system using the [Lambda] matrix
discussed

Rab = �c′
a�

d ′
b Rc′d ′ = ∂xc′

∂xa

∂xd ′

∂xb
Rc′d ′

On the right-hand side, the transformation of 0 is of course just 0, so we have

∂xc′

∂xa

∂ xd ′

∂xb
Rc′d ′ = 0
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We can divide both sides by ∂xc′

∂xd
∂xd′

∂xb , which gives

Rc′d ′ = 0

The Covariant Derivative
Consider the problem of taking the derivative of a vector. In ordinary cartesian
coordinates, this is not really that complicated of an issue because the basis
vectors are constant. So we can get the derivative of a vector by differentiating
its components. However, in general, things are not so straightforward. In curved
spaces the basis vectors themselves may vary from point to point. This means
that when we take a derivative of a vector, we will have to differentiate the basis
vectors as well.

Consider some vector �A. To compute the derivative, we expand the vector in
a basis and then apply the Leibniz rule ( fg)′ = f ′g + g ′ f to obtain

∂ �A
∂xa

= ∂

∂xa

(
Abeb

) = ∂Ab

∂xa
eb + Ab ∂

∂xa
(eb)

In cartesian coordinates, we could just throw away the second term. But this
isn’t true in general. To see how this works in practice, we turn to a specific
example.

We start with something familiar—the spherical polar coordinates. Cartesian
coordinates are related to spherical coordinates in the following way:

x = r sin θ cos φ

y = r sin θ sin φ

z = r cos θ

(4.1)

The first step in this exercise will be to work out the basis vectors in spherical
coordinates in terms of the cartesian basis vectors. We’ll do this using the
procedures outlined in Chapter 2. This means we will need the transformation
matrices that allow us to move back and forth between the two coordinate
systems. Again, we denote the transformation matrix by the symbol �a

b′ , where
an element of this matrix is given by

∂xa

∂xb′
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We will consider the unprimed coordinates to be (x, y, z) and the primed
coordinates to be (r, θ, φ). In that case, the transformation matrix assumes the
form

�a
b′ =




∂x
∂r

∂y
∂r

∂z
∂r

∂x
∂θ

∂y
∂θ

∂z
∂θ

∂x
∂φ

∂y
∂φ

∂z
∂φ


 (4.2)

Using the relationship among the coordinates described by (4.1), we obtain

�a
b′ =


 sin θ cos φ sin θ sin φ cos θ

r cos θ cos φ r cos θ sin φ −r sin θ

−r sin θ sin φ r sin θ cos φ 0


 (4.3)

Now we have the machinery we need to work out the form of the basis
vectors. We have already seen many times that the basis vectors transform as
eb′ = �a

b′ea . So let’s write down the basis vectors for spherical coordinates as
expansions in terms of the cartesian basis using (4.3). We get

er = �b
r eb = �x

r ex + �y
r ey + �z

r ez

= sin θ cos φ ex + sin θ sin φ ey + cos θ ez

eθ = �b
θeb = �x

θex + �y
θey + �z

θez

= r cos θ cos φ ex + r cos θ sin φ ey − r sin θ ez

eφ = �b
φeb = �x

φex + �y
φey + �z

φez

= −r sin θ sin φ ex + r sin θ cos φ ey

(4.4)

Now let’s see what happens when we differentiate these basis vectors. As an
example, we compute the derivatives of er with respect to each of the spherical
coordinates. Remember, the cartesian basis vectors

{
ex , ey, ez

}
are constant,

so we don’t have to worry about them. Proceeding, we have

∂er

∂r
= ∂

∂r

(
sin θ cos φ ex + sin θ sin φ ey + cos θ ez

) = 0
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Our first attempt hasn’t yielded anything suspicious. But let’s compute the θ

derivative. This one gives

∂er

∂θ
= ∂

∂θ

(
sin θ cos φ ex + sin θ sin φ ey + cos θ ez

)
= cos θ cos φ ex + cos θ sin φ ey − sin θ ez

= 1

r
eθ

Now that’s a bit more interesting. Instead of computing the derivative and getting
zero, we find another basis vector, scaled by 1/r. Let’s go further and proceed
by computing the derivative with respect to φ. In this case, we get

∂er

∂φ
= ∂

∂φ

(
sin θ cos φ ex + sin θ sin φ ey + cos θ ez

)
= − sin θ sin φ ex + sin θ cos φ ey

= 1

r
eφ

Again, we’ve arrived at another basis vector.
It turns out that when differentiating basis vectors, there is a general relation-

ship that gives the derivative of a basis vector in terms of a weighted sum. The
sum is just an expansion in terms of the basis vectors with weighting coefficients
denoted by �a

bc.

∂ea

∂xb
= �c

ab ec (4.5)

The �a
bc are functions of the coordinates, as we saw in the examples we’ve

calculated so far. Looking at the results we got above, we can identify the results
in the following way:

∂er

∂θ
= 1

r
eθ ⇒ �θ

rθ = 1

r

∂er

∂φ
= 1

r
eφ ⇒ �φ

rφ = 1

r
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Consider another derivative

∂eφ

∂θ
= ∂

∂θ

(−r sin θ sin φ ex + r sin θ cos φ ey

)
= −r cos θ sin φ ex + r cos θ cos φ ey

= cos θ
(−r sin φ ex + r cos φ ey

)
= cos θ

sin θ

(−r sin θ sin φ ex + r sin θ cos φ ey

)
= cot θ eφ

Comparison with (4.5) leads us to conclude that

�φ
φθ = cot θ

The coefficient functions we have derived here are known as Christoffel symbols
or an affine connection.

Basically, these quantities represent correction terms. A derivative operator
needs to differentiate a tensor and give a result that is another tensor. In partic-
ular, the derivative of a tensor field that has valence

(m
n

)
should give a tensor

field of valence
( m

n+1

)
. We have seen one reason why we need the correction

terms: outside of ordinary cartesian coordinates, the derivative of a vector is
going to involve derivatives of the basis vectors as well. Another reason for
introducing the Christoffel symbols is that the partial derivative of a tensor is
not a tensor. First let’s remind ourselves how the components of a vector trans-
form:

Xa′ = ∂xa′

∂xb
Xb

Keeping this in mind, we have

∂c′ Xa′ = ∂

∂xc′

(
∂xa′

∂xb
Xb

)

= ∂

∂xc′

(
∂xd

∂xd

)(
∂xa′

∂xb
Xb

)
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= ∂xd

∂xc′
∂

∂xd

(
∂xa′

∂xb
Xb

)

= ∂xd

∂xc′
∂2xa′

∂xd∂xb
Xb + ∂xd

∂xc′
∂xa′

∂xb

∂Xb

∂xd

Now how does a (1, 1) tensor transform? It does so like this:

T a′
b′ = ∂xa′

∂xc

∂xd

∂xb′ T
c

d

That’s the kind of transformation we got from the partial derivative above, in
the second term on the last line:

∂c′ Xa′ = ∂xd

∂xc′
∂2xa′

∂xd∂xb
Xb + ∂xd

∂xc′
∂xa′

∂xb

∂ Xb

∂xd

But the first term leaves us out of luck as far as getting another tensor—thus the
need for a correction term. Let’s go back and look at the formula we had for the
derivative of a vector A:

∂A

∂xa
= ∂

∂xa

(
Ab
)

eb + Ab ∂

∂xa
(eb)

Now let’s use (4.5) to rewrite the second term. This gives

Ab ∂

∂xa
(eb) = Ab �c

baec

Putting this into the formula that gives the derivative of a vector, we have

∂ A

∂xa
= ∂

∂xa

(
Ab
)

eb + �c
ba Abec

We rearranged the order of quantities in the second term for later convenience.
Now, recall that any repeated indices that are both up and down in an expression
are dummy indices, and so can be relabeled. In the second term, we swap b ↔ c
to change �c

ba Ab ec → �b
ca Ac eb, and the expression for the derivative of a
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vector becomes

∂ A

∂xa
= ∂

∂xa

(
Ab
)

eb + �b
ca Aceb =

(
∂ Ab

∂xa
+ �b

ca Ac

)
eb

The expression in parentheses is the covariant derivative of a vector A. We de-
note the covariant derivative by ∇b Aa:

∇b Aa = ∂ Aa

∂xb
+ �b

ca Ac (4.6)

It can be verified that this object is a (1, 1) tensor by checking how it transforms.
To see how the Christoffel symbols transform, we look at (4.5). Writing this in
primed coordinates, we have

�c′
a′b′ ec′ = ∂ea′

∂xb′ (4.7)

Now, the basis vectors transform according to ec′ = �d
c′ed = ∂xd

∂xc′ ed . The left-
hand side then becomes

�c′
a′b′ ec′ = �c′

a′b′�d
c′ed = �c′

a′b′
∂xd

∂xc′ ed (4.8)

Now let’s tackle the right-hand side of (4.7). We obtain

∂ea′

∂xb′ = ∂

∂xb′ (�m
a′em) = ∂

∂xb′

(
∂xm

∂xa′ em

)

= ∂xn

∂xb′
∂

∂xn

(
∂xm

∂xa′ em

)

= ∂xn

∂xb′

(
∂2xm

∂xn∂xa′ em + ∂xm

∂xa′
∂em

∂xn

)

Now we know that ∂em

∂xn gives another Christoffel symbol, so we write this as

∂ea′

∂xb′ = ∂xn

∂xb′

(
∂2xm

∂xn∂xa′ em + ∂xm

∂xa′ �
l
mnel

)
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In the first term inside parentheses, we are going to swap the dummy indices.
We change m → d and now write the expression as

∂ea′

∂xb′ = ∂xn

∂xb′

(
∂2xd

∂xn∂xa′ ed + ∂xm

∂xa′ �
l
mnel

)

In the second term, there is a dummy index l that is associated with the basis
vector. We would like to factor out the basis vector and so we change l → d,

which gives

∂ea′

∂xb′ = ∂xn

∂xb′

(
∂2xd

∂xn∂xa′ ed + ∂xm

∂xa′ �
d

mned

)

= ∂xn

∂xb′

(
∂2xd

∂xn∂xa′ + ∂xm

∂xa′ �
d

mn

)
ed (4.9)

=
(

∂xn

∂xb′
∂2xd

∂xn∂xa′ + ∂xn

∂xb′
∂xm

∂xa′ �
d

mn

)
ed

We started out with (4.7). Setting the result for the left side of (4.7) given in
(4.8) equal to the result found in (4.9) gives us the following:

�c′
a′b′

∂xd

∂xc′ ed =
(

∂xn

∂xb′
∂2xd

∂xn∂xa′ + ∂xn

∂xb′
∂xm

∂xa′ �
d

mn

)
ed

The basis vector ed appears on both sides, so we drop it and write

�c′
a′b′

∂xd

∂xc′ = ∂xn

∂xb′
∂2xd

∂xn∂xa′ + ∂xn

∂xb′
∂xm

∂xa′ �
d

mn

Finally, we obtain the transformation law for the Christoffel symbols by
dividing both sides through by ∂xd

∂xc′ . This gives

�c′
a′b′ = ∂xc′

∂xd

∂xn

∂xb′
∂2xd

∂xn∂xa′ + ∂xc′

∂xd

∂xn

∂xb′
∂xm

∂xa′ �
d

mn (4.10)

Now we see why the Christoffel symbols act as correction terms. The first
piece of this can be used to cancel out the extra piece found in the transformation
of a partial derivative of a tensor. That way, the covariant derivative transforms
as it should, as a (1, 1) tensor.
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Of course we are going to differentiate other objects besides vectors. The
covariant derivative of a one form is given by

∇bσa = ∂bσa − �c
abσc (4.11)

This suggests the procedure to be used for the covariant derivative of an arbitrary
tensor: First take the partial derivative of the tensor, and then add a �c

ab term
for each contravariant index and subtract a �c

ab term for each covariant index.
For example,

∇cT a
b = ∂cT a

b + �a
cd T d

b − �d
bcT a

d

∇cTab = ∂cTab − �d
acT db − �d

cbT ad

∇cT ab = ∂cT ab + �a
cd T db + �b

dcT ad

The covariant derivative of a scalar function is just the partial derivative:

∇aφ = ∂aφ (4.12)

EXAMPLE 4-1
Consider polar coordinates. Find the covariant derivative ∇aV a of �V =
r2 cos θ er − sin θ eθ .

SOLUTION 4-1
The summation convention is in effect. Writing it out explicitly, we have

∇aV a = ∇r V r + ∇θ V θ

Using (4.6), we have

∇r V r = ∂V r

∂r
+ �r

cr V c = ∂V r

∂r
+ �r

rr V r + �r
θr V θ

∇θ V θ = ∂V θ

∂θ
+ �θ

cθ V c = ∂V θ

∂θ
+ �θ

rθ V r + �θ
θθ V θ

One can show that the Christoffel symbols for polar coordinates are
(Exercise)

�θ
rθ = �θ

θr = 1

r
and �r

θθ = −r
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while all other components are zero, and so we obtain

∇r V r = ∂V r

∂r
+ �r

rr V r + �r
θr V θ = ∂V r

∂r

∇θ V θ = ∂V θ

∂θ
+ �θ

rθ V r + �θ
θθ V θ = ∂V θ

∂θ
+ 1

r
V r

The sum then becomes

∇aV a = ∇r V r + ∇θ V θ = ∂V r

∂r
+ 1

r
V r + ∂V θ

∂θ

For �V = r2 cos θ er − sin θ eθ , this results in

∇aV a = ∂V r

∂r
+ 1

r
V r+∂V θ

∂θ
= 2r cos θ + r cos θ − cos θ = 3r cos θ − cos θ

= cos θ (3r − 1)

EXAMPLE 4-2
Suppose that for some vector field U a, U aUa is a constant and ∇aUb − ∇bUa =
0. Show that U a∇aU b = 0.

SOLUTION 4-2
Since U aUa is a constant, the derivative must vanish. We compute the derivative
of this product as

∇b (U aUa) = U a∇bUa + Ua∇bU a

Now we use ∇aUb − ∇bUa = 0 to rewrite the first term on the right-hand side,
and then use index raising and lowering with the metric to write Ub = gbcU c,

which gives

U a∇bUa + Ua∇bU a = U a∇aUb + Ua∇bU a

= U a∇agbcU
c + Ua∇bU a

= U aU c∇agbc + gbcU
a∇aU c + Ua∇bU a

= gbcU
a∇aU c + Ua∇bU a
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To obtain the last line, we used ∇agbc = 0. We now concentrate on the second
term. To use ∇aUb − ∇bUa = 0 to change the indices, first we need to lower the
index on U a inside the derivative. Remember, we are free to pull gab outside
the derivative since ∇agbc = 0. So we get

gbcU
a∇aU c + Ua∇bU a = gbcU

a∇aU c + Ua∇bgacUc

= gbcU
a∇aU c + gacUa∇bUc

= gbcU
a∇aU c + gacUa∇cUb

The first term is already in the form we need to prove the result. To get the
second term in that form, we are going to have to raise the indices on the U ’s.
We do this and recall that gabgbc = δa

c , which gives

gbcU
a∇aU c + gacUa∇cUb = gbcU

a∇aU c + gacgaeU
e∇cgbdU d

= gbcU
a∇aU c + gacgaegbdU e∇cU

d

= gbcU
a∇aU c + δc

e gbdU e∇cU
d

= gbcU
a∇aU c + gbdU c∇cU

d

To obtain the last line, we used the Kronecker delta to set e → c. Now note that
c is a dummy index. We change it to a to match the first term

gbcU
a∇aU c + gbdU c∇cU

d = gbcU
a∇aU c + gbdU a∇aU d

Now we focus on the other dummy index d. We’re free to change it so we set it
equal to c and have

gbcU
a∇aU c + gbdU a∇aU d = gbcU

a∇aU c + gbcU
a∇aU c

= gbc (U a∇aU c + U a∇aU c)

= 2gbcU
a∇aU c

We started by taking the derivative of a constant, which is zero, ∇b (U aUa) = 0,
and so this result must vanish. We divide the above expression by 2 and get

gbcU
a∇aU c = 0
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There are two possibilities: If gbc = 0, then the equation is trivially zero. If it is
not zero, we can divide both sides by gbc and get the desired result

U a∇aU c = 0

The Torsion Tensor
The torsion tensor is defined in terms of the connection as

T a
bc = �a

bc − �a
cb = 2�a

[bc] (4.13)

It is easy to show that even though the connection is not a tensor, the
difference between two connections is a tensor. In general relativity, the tor-
sion tensor is taken to vanish, which means that the connection is symmetric;
i.e.,

�a
bc = �a

cb (4.14)

In some theories of gravity (known as Einstein-Cartan theories), the tor-
sion tensor does not vanish. We will not study such cases in this
book.

The Metric and Christoffel Symbols
In n dimensions there are n3 functions called Christoffel symbols of the first
kind, �abc. In a coordinate basis (see Chapter 5) these functions can be derived
from the metric tensor using the relationship

�abc = 1

2

(
∂gbc

∂xa
+ ∂gca

∂xb
− ∂gab

∂xc

)
(4.15)

More generally,

�abc = 1

2

(
∂gbc

∂xa
+ ∂gca

∂xb
− ∂gab

∂xc
+ Cabc + Cacb − Cbca

)

where the Cabc are called commutation coefficients (see Chapter 5).
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EXAMPLE 4-3
Show that

∂gab

∂xc
= �abc + �bca

SOLUTION 4-3
This is a simple problem to solve. We simply use (4.15) and permute indices,
which gives

�abc = 1

2

(
∂gbc

∂xa
+ ∂gca

∂xb
− ∂gab

∂xc

)

�bca = 1

2

(
∂gca

∂xb
+ ∂gab

∂xc
− ∂gbc

∂xa

)

Adding, we find

�abc + �bca = 1

2

(
∂gbc

∂xa
+ ∂gca

∂xb
− ∂gab

∂xc

)
+ 1

2

(
∂gca

∂xb
+ ∂gab

∂xc
− ∂gbc

∂xa

)

= 1

2

(
∂gbc

∂xa
− ∂gbc

∂xa
+ ∂gca

∂xb
+ ∂gca

∂xb
− ∂gab

∂xc
+ ∂gab

∂xc

)

= 1

2

(
2
∂gca

∂xb

)
= ∂gca

∂xb

We can obtain the Christoffel symbols of the second kind (which are usually
referred to simply as the Christoffel symbols) by raising an index with the
metric

�a
bc = gad�dbc

Using this we can write (4.15) in a more popular form:

�a
bc = 1

2
gad

(
∂gbd̄

∂xa
+ ∂gcd̄

∂xb
− ∂gab

∂xd̄

)
(4.16)
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EXAMPLE 4-4
Find the Christoffel symbols for the 2-sphere of radius a

ds2 = a2 dθ2 + a2 sin2 θ dφ2

SOLUTION 4-4
The metric is given by

gab =
(

a2 0

0 a2 sin2 θ

)

and so gθθ = a2 and gφφ = a2 sin2 θ . The inverse metric is

gab =
(

1
a2 0

0 1
a2 sin2 θ

)

Therefore, gθθ = 1
a2 and gφφ = 1

a2 sin2 θ
. The only nonzero derivative is

∂gφφ

∂θ
= ∂

∂θ

(
a2 sin2 θ

) = 2a2 sin θ cos θ (4.17)

We find the Christoffel symbols using (4.16). Considering the first nonzero term
of gab, we set a = d = θ in (4.16) and obtain

�θ
bc = 1

2
gθθ

(
∂gbθ

∂xc
+ ∂gcθ

∂xb
− ∂gbc

∂θ

)
= −1

2
gθθ

(
∂gbc

∂θ

)

We set ∂gcθ

∂xb = ∂gθb

∂xc = 0 because gθφ = gφθ = 0, gθθ = a2, where a is a constant,
and so all derivatives of these terms vanish. The only possibility is

�θ
φφ = −1

2
gθθ

(
∂gφφ

∂θ

)
= −1

2

(
1

a2

) (
2a2 sin θ cos θ

) = − sin θ cos θ

The only other nonzero possibility for this metric is the term involving gφφ , and
so we set a = d = φ in (4.16). This gives

�φ
bc = 1

2
gφφ

(
∂gbφ

∂xc
+ ∂gcφ

∂xb
− ∂gbc

∂φ

)
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Only a derivative with respect to θ is going to be nonzero. Therefore we drop
the first term and consider

�φ
bc = 1

2
gφφ

(
∂gcφ

∂xb
− ∂gbc

∂φ

)

First we take b = θ, c = φ, which gives

�φ
φθ = 1

2
gφφ

(
∂φ

∂gθφ

− ∂θ

∂gφφ

)
= 1

2
gφφ ∂gφφ

∂θ

= 1

2

(
1

a2 sin2 θ

) (
2a2 sin θ cos θ

) = cos θ

sin θ
= cot θ

A similar procedure with b = θ, c = φ gives �φ
θφ = cot θ . All other Christof-

fel symbols are zero.

EXAMPLE 4-5
A metric that is used in the study of colliding gravitational waves is the Kahn-
Penrose metric (see Fig. 4-1). The coordinates used are (u, v, x, y). With
u ≥ 0 and v < 0, this metric assumes the form

ds2 = 2 du dv − (1 − u)2 dx2 − (1 + u)2 dy2

Find the Christoffel symbols of the first kind (using (4.15) for this
metric.

Region 3Region 2

Region 4

Region 1

Time

v = 0
u = 0

u
v

Fig. 4-1. The division of spacetime for the Kahn-Penrose solution used in the study of
gravitational waves. We consider the metric in region 2.
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SOLUTION 4-5
In this problem, we use the shorthand notation ∂a = ∂

∂xa and so write (4.15) as

�abc = 1

2
(∂agbc + ∂bgca − ∂cgab)

We can arrange the components of the metric in a matrix as follows, defining(
x0, x1, x2, x3

)→ (u, v, x, y)

[gab] =




0 1 0 0

1 0 0 0

0 0 − (1 − u)2 0

0 0 0 − (1 + u)2




and so we have

guv = gvu = 1, gxx = − (1 − u)2 , gyy = − (1 + u)2

One approach is to simply write down all of the possible combinations of co-
ordinates in (4.15), but we can use the form of the metric to quickly whittle
down the possibilities. First we note that

∂aguv = ∂agvu = 0

The only nonzero derivatives are

∂ugxx = ∂u[− (1 − u)2] = 2(1 − u)

∂ugyy = ∂u[− (1 + u)2] = −2(1 + u)

Consider terms involving x first. Looking at �abc = 1
2 (∂agbc + ∂bgca−

∂cgab), the possible combinations of a,b,c that will give a term involving ∂ugxx

are

a = b = x, c = u
a = u, b = c = x
a = c = x, b = u



CHAPTER 4 Tensor Calculus 77

Taking the first of these possibilities, we have

�xxu = 1

2
(∂x gxu + ∂x gux − ∂ugxx ) = −1

2
∂ugxx = −1

2
[2(1 − u)] = −1 + u

In the second case, we obtain

�uxx = 1

2
(∂ugxx + ∂x gxu − ∂x gux ) = 1

2
∂ugxx = 1

2
[2(1 − u)] = 1 − u

You can write down the third permutation and see that it gives the same result
as this one. The next step is to consider the terms involving ∂ugyy . A similar
exercise shows that

�uyy = −1 − u

�yyu = 1 + u

It is easy to see that if the components of the metric are constant, all of the
Christoffel symbols vanish. Note that the Christoffel symbols of the first kind
are symmetric in their first two indices:

�abc = �bac

EXAMPLE 4-6
Show that if the metric is diagonal, then

�a
ab = ∂

∂xb

(
1

2
ln gaa

)

SOLUTION 4-6
If the metric is diagonal then the inverse components of the metric are easily
found to be gaa = 1

gaa
. Using (4.15), we obtain

�a
ab = gac�abc = gaa�aba = 1

gaa
�aba = 1

gaa

(
1

2

∂gaa

∂xb

)
= ∂

∂xb

(
1

2
ln gaa

)

We say a connection �a
bc is metric-compatible if the covariant derivative of the

metric vanishes:

∇cgab = 0 (4.18)
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EXAMPLE 4-7
Show that ∇cgab = 0 using (4.16).

SOLUTION 4-7
The covariant derivative of the metric tensor is

∇cgab = ∂cgab − gdb�
d

ac − gad�
d

bc

Now we apply (4.16) to rewrite the Christoffel symbols in this equation in terms
of the metric. We have

�d
ac = 1

2
gde (∂agec + ∂cgea − ∂egac)

�d
bc = 1

2
gde (∂bgec + ∂cgeb − ∂egbc)

We now insert these terms in the covariant derivative of the metric:

∇cgab = ∂cgab − gdb

[
1

2
gde (∂agec + ∂cgea − ∂egac)

]

−gad

[
1

2
gde (∂bgec + ∂cgeb − ∂egbc)

]

= ∂cgab − 1

2
gdbgde∂agec − 1

2
gdbgde∂cgea + 1

2
gdbgde∂egac

−1

2
gad gde∂bgec − 1

2
gad gde∂cgeb + 1

2
gad gde∂egbc

Now we use the fact that gabgbc = δc
a to make the following changes

gdbgde = δe
b ⇒ e → b where gdbgde appears

gad gde = δe
a ⇒ e → a where gad gde appears
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The above expression then reduces to

∇cgab = ∂cgab − 1

2
δe

b∂agec − 1

2
δe

b∂cgea + 1

2
δe

b∂egac − 1

2
δe

a∂bgec − 1

2
δe

a∂cgeb

+1

2
δe

a∂egbc

= ∂cgab − 1

2
∂agbc − 1

2
∂cgba + 1

2
∂bgac − 1

2
∂bgac − 1

2
∂cgab + 1

2
∂agbc

= ∂cgab + 1

2
[(∂agbc − ∂agbc) + (∂bgac − ∂bgac)] − 1

2
∂cgba − 1

2
∂cgab

= ∂cgab − 1

2
∂cgba − 1

2
∂cgab

Now we use the symmetry of the metric to write gab = gba and we see that the
result vanishes:

∇cgab = ∂cgab − 1

2
∂cgba − 1

2
∂cgab = ∂cgab − 1

2
∂cgab − 1

2
∂cgab

= ∂cgab − ∂cgab = 0

The Exterior Derivative
So far we have talked a bit about one forms, i.e., (0, 1) tensors. It is possible to
have p forms, i.e., a (0, p) tensor. One way to produce higher forms is by using
the wedge product. The wedge product of two one forms α, β is the two form
that we denote by

α ∧ β = α ⊗ β − β ⊗ α (4.19)

One sees immediately from the definition that

α ∧ β = −β ∧ α (4.20)

This implies that

α ∧ α = 0 (4.21)
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We can obtain yet “higher order” forms by taking more wedge products. For
example we can construct a three form using the one forms α, β, γ by writing
α ∧ β ∧ γ . An arbitrary p form can be written in terms of wedge products of
basis one forms ωa as follows:

α = 1

p!
αa1a2···apω

a1 ∧ ωa2 ∧ · · · ∧ ωap (4.22)

The wedge product is linear and associative, and so (aα ∧ bβ) ∧ γ = aα ∧ γ +
bβ ∧ γ .

One use of the wedge product is in calculation of exterior derivatives, some-
thing we are going to be doing extensively in the next chapter. The exterior
derivative is denoted by the symbol d and it maps a p form into a p + 1 form.
As the symbol indicates, the way we calculate with it is simply by taking differ-
entials of objects. Since it maps a p form into a p + 1 form, one might suspect
that the result will involve wedge products.

Luckily in relativity we won’t have to move too far up the ladder (as far as p
goes). So we can consider just a few cases. The first is the exterior derivative of
an ordinary function, which we take to be a “0-form.” The exterior derivative
of a function f is a one form given by

d f = ∂ f

∂xa
dxa (4.23)

Note that the summation convention is in effect. For general forms, let α be a
p form and β be a q form. Then we have

d (α ∧ β) = dα ∧ β + (−1)p α ∧ dβ (4.24)

If these are both one forms, then d (α ∧ β) = dα ∧ β − α ∧ dβ. A nice result
is that d2 = 0, and so

d (dα) = 0 (4.25)

One application that will be seen frequently is the exterior derivative of a one
form that we loosely view as a function multiplied by a differential

d ( fadxa) = d fa ∧ dxa (4.26)

A closed form α is one for which dα = 0, while an exact form α is one for
which α = dβ (where α is a p form and β is a p − 1 form).
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EXAMPLE 4-8
Find the exterior derivative of the following one forms:

σ = e f (r ) dt and ρ = eg(r ) cos (θ ) sin (φ) dr

SOLUTION 4-8
In the first case, we obtain

dσ = d
(
e f (r ) dt

) = ∂

∂r

(
e f (r )

)
dr ∧ dt = f ′ (r ) e f (r ) dr ∧ dt

For the second one form, we get

dρ = d
(
eg(r ) cos (θ ) sin (φ) dr

)
= g′(r )eg(r ) cos (θ ) sin (φ) dr ∧ dr − eg(r ) sin (θ ) sin (φ) dθ ∧ dr

+ eg(r ) cos (θ ) cos (φ) dφ ∧ dr

= −eg(r ) sin (θ ) sin (φ) dθ ∧ dr + eg(r ) cos (θ) cos (φ) dφ ∧ dr

= eg(r ) sin (θ) sin (φ) dr ∧ dθ + eg(r ) cos (θ ) cos (φ) dφ ∧ dr

Note that we used dr ∧ dr = 0, and on the last line we used (4.20) to eliminate
the minus sign.

The Lie Derivative
The Lie derivative is defined by

LVW = V b∇bW a − W b∇bV a (4.27)

The Lie derivative of a (0, 2) tensor is

LVTab = V c∇c Sab + Scb∇aV c + Sac∇bV c (4.28)

In Chapter 8, we will study Killing vectors, which satisfy

L K gab = 0 (4.29)
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The Absolute Derivative and Geodesics
Consider a curve parameterized by λ. The absolute derivative of a vector V is
given by

DV a

Dλ
= dV a

dλ
+ �a

bcubV c (4.30)

where u is a tangent vector to the curve. The absolute derivative is of interest
in relativity because it allows us to find geodesics. We will see later that rela-
tivity theory tells us that free-falling particles (i.e., particles subject only to the
gravitational field) follow paths defined by geodesics.

A geodesic can be loosely thought of as the “shortest distance between two
points.” If a curve is a geodesic, then a tangent vector u satisfies

Dua

Dλ
= αua (4.31)

where the tangent vector is defined by ua = dxa

dλ
and α is a scalar function of λ.

Using ua = dxa

dλ
with (4.30), we obtain

d2xa

dλ2
+ �a

bc
dxb

dλ

dxc

dλ
= α

dxa

dλ
(4.32)

We can reparameterize the curve and can do so in such a way that α = 0.
When we use a parameter for which this is the case we call it an affine parameter.
If we call the affine parameter s, then (4.32) becomes

d2xa

ds2
+ �a

bc
dxb

ds

dxc

ds
= 0 (4.33)

Geometrically, what this means is that the vector is “transported into itself.” (see
Figure 4-2). That is, given a vector field �u, vectors at nearby points are parallel
and have the same length. We can write (4.33) in the more convenient form:

d2xa

ds2
+ �a

bc
dxb

ds

dxc

ds
= 0 (4.34)
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u

u

→

→

Fig. 4-2. A vector u is parallel transported along a curve if the transported vector is
parallel to the original vector and is of the same length.

The solutions to this equation, which give the coordinates in terms of the affine
parameter, xa = xa (s), are the geodesics or straightest possible curves for the
geometry.

EXAMPLE 4-9
Find the geodesic equations for cylindrical coordinates.

SOLUTION 4-9
The line element for cylindrical coordinates is

ds2 = dr2 + r2 dφ2 + dz2

It is easy to show that the only nonzero Christoffel symbols are

�r
φφ = −r

�φ
rφ = �φ

φr = 1

r

Using (4.34), we find the geodesic equations. First we set the indices a = r, b =
φ, c = φ to get

d2r

ds2
− r

(
dφ

ds

)2

= 0

Now taking a = φ, b = r, c = φ, we find

d2φ

ds2
+ 1

r

dr

ds

dφ

ds
= 0
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Finally, since �z
ab = 0 for all possible indices, we obtain

d2z

ds2
= 0

The geodesics are obtained by solving for the functions r = r (s), φ =
φ(s), and z = z (s). Since we are in flat space we might guess these are straight
lines. This is easy to see from the last equation. Integrating once, we get

dz

ds
= α

where α is a constant. Integrating again we find

z(s) = αs + β

where β is another constant. Recalling y = mx + b, we see this is nothing other
than your plain old straight line.

The geodesic equation provides a nice shortcut that can be used to obtain
the Christoffel symbols. Following D’Inverno (1992), we make the following
definition:

K = 1

2
gabẋa ẋb (4.35)

where we are using the “dot” notation to refer to derivatives with respect to the
affine parameter s. We then compute

∂K

∂xa
= d

ds

(
∂K

∂ ẋ a

)
(4.36)

for each coordinate and compare the result to the geodesic equation. The
Christoffel symbols can then simply be read off. We demonstrate the technique
with an example.

EXAMPLE 4-10
The metric for Rindler space (see Fig. 4-3) can be written as

ds2 = ξ 2 dτ 2 − dξ 2

Use the geodesic equation and (4.35) to find the Christoffel symbols.
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SOLUTION 4-10
For the Rindler metric, using (4.35) we find

K = 1

2

(
ξ 2τ̇ 2 − ξ̇ 2

)
(4.37)

Now we wish to find (4.36), which for the coordinate τ gives

∂K

∂τ
= 0

and so we have

d

ds

(
∂K

∂τ̇

)
= 0 (4.38)

Using this result together with (4.37), we obtain

d

ds

(
∂K

∂τ̇

)
= 2ξ ξ̇ τ̇ + ξ 2τ̈ (4.39)

Setting this equal to zero (due to (4.38)) and comparing with the geodesic
equation, we find

τ̈ + 2

ξ
ξ̇ τ̇ = 0

⇒ �τ
ξτ = 2

ξ
= �τ

τξ

A similar procedure applied to K using the ξ coordinate shows that

�ξ
ττ = ξ (4.40)

The Riemann Tensor
The final piece of the tensor calculus puzzle that we need to find the curvature
for a given metric is the Riemann tensor (sometimes called simply the curvature
tensor).

In terms of the metric connection (Christoffel symbols) it is given by

Ra
bcd = ∂c�

a
bd − ∂d�

a
bc + �e

bd�
a

ec − �e
bc�

a
ed (4.41)
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x

t

F

P

I
II

Fig. 4-3. Rindler coordinates describe the motion of observers moving in Minkowski
spacetime that have constant acceleration. In the solved example, we consider an
observer undergoing constant acceleration in the +x direction. The metric shown

is the metric for region 1.

We can lower the first index with the metric, which gives

Rabcd = gae Re
bcd

This allows us to write (4.41) as

Rabcd = ∂c�bda − ∂d�bca + �ade�
e

bc − �ace�
e

bd (4.42)

Using (4.15), it follows that we can write the Riemann tensor in terms of the
metric as

Rabcd = 1

2

(
∂2gad

∂xb∂xc
+ ∂2gbc

∂xa∂xd
− ∂2gac

∂xb∂xd
− ∂2gbd

∂xa∂xc

)
+ �ade�

e
bc − �ace�

e
bd (4.43)

The Riemann tensor has several important symmetries. We state them without
proof (they are easy, but tedious to derive using the definitions)

Rabcd = Rcdab = −Rabdc = −Rbacd

Rabcd + Racdb + Radbc = 0 (4.44)
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The Riemann tensor also satisfies the Bianchi identities

∇a Rdebc + ∇c Rdeab + ∇b Rdeca = 0 (4.45)

All together, in n dimensions, there are n2
(
n2 − 1

)
/12 independent nonzero

components of the Riemann tensor. This fact together with the symmetries in
(4.44) tells us that in two dimensions, the possible nonzero components of the
Riemann tensor are

R1212 = R2121 = −R1221 = −R2112

while in three dimensions the possible nonzero components of the Riemann
tensor are

R1212 = R1313 = R2323 = R1213 = R1232 = R2123, R1323 = R3132

Computation of these quantities using a coordinate basis is extremely tedious,
especially when we begin dealing with real spacetime metrics. In the next chap-
ter we will introduce noncoordinate bases and a preferred way of calculating
these components by hand. Calculations involving (4.41) are very laborious and
should be left for the computer (using GR tensor for example). Nonetheless, it
is good to go through the process at least once, so we shall demonstrate with a
simple example.

EXAMPLE 4-11
Compute the components of the Riemann tensor for a unit 2-sphere,

where

ds2 = dθ2 + sin2 θ dφ2

SOLUTION 4-11
The nonzero Christoffel symbols are

�θ
φφ = − sin θ cos θ

�φ
φθ = �φ

θφ = cot θ



88 CHAPTER 4 Tensor Calculus

Using the fact that the nonzero components of the Riemann tensor in two diz-
mensions are given by R1212 = R2121 = −R1221 = −R2112, using (4.41) we cal-
culate

Rθ
φθφ = ∂θ�

θ
φφ − ∂φ�θ

φθ + �a
φφ�θ

aθ − �a
φθ�

θ
aφ

= ∂θ�
θ
φφ + �θ

φφ�θ
θθ + �φ

φφ�θ
φθ − �θ

φθ�
θ
θφ − �φ

φθ�
θ
φφ

= ∂θ�
θ
φφ − �θ

φθ�
θ
θφ − �φ

φθ�
θ
φφ

Since �θ
θφ = 0, this simplifies to

Rθ
φθφ = ∂θ�

θ
φφ − �φ

φθ�
θ
φφ

= ∂θ (− sin θ cos θ ) − (cot θ ) (− sin θ cos θ )

= sin2 θ − cos2 θ +
(

cos θ

sin θ

)
(sin θ cos θ )

= sin2 θ − cos2 θ + cos2 θ

= sin2 θ

The other nonzero components can be found using the symmetry R1212 =
R2121 = −R1221 = −R2112.

The Ricci Tensor and Ricci Scalar
The Riemann tensor can be used to derive two more quantities that are used
to define the Einstein tensor. The first of these is the Ricci tensor, which is
calculated from the Riemann tensor by contraction on the first and third indices:

Rab = Rc
acb (4.46)

The Ricci tensor is symmetric, so Rab = Rba . Using contraction on the Ricci
tensor, we obtain the Ricci scalar

R = gab Rab = Ra
a (4.47)
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Finally, the Einstein tensor is given by

Gab = Rab − 1

2
Rgab (4.48)

EXAMPLE 4-12
Show that the Ricci scalar R = 2 for the unit 2-sphere.

SOLUTION 4-12
In the previous example, we found that Rθ

φθφ = sin2 θ . The symmetry condi-
tions of the Riemann tensor tell us that

Rθφθφ = Rφθφθ = −Rθφφθ = −Rφθθφ

The components of the metric tensor are

gθθ = gθθ = 1, gφφ = sin2 θ, gφφ = 1

sin2 θ

Applying the symmetry conditions, we find

Rφθφθ = sin2 θ

Rθφφθ = − sin2 θ

Rφθθφ = − sin2 θ

Now we need to raise indices with the metric. This gives

Rφ
θφθ = gφφ Rφθφθ =

(
1

sin2 θ

)
sin2 θ = 1

Rθ
φφθ = gθθ Rθφφθ = − sin2 θ

Rφ
θθφ = gφφ Rφθθφ =

(
1

sin2 θ

) (− sin2 θ
) = −1
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The components of the Ricci tensor are given by

Rθθ = Rc
θcθ = Rθ

θθθ + Rφ
θφθ = 1

Rφφ = Rc
φcφ = Rθ

φθφ + Rφ
φφφ = sin2 θ

Rθφ = Rφθ = Rc
θcφ = Rθ

θθφ + Rφ
θφφ = 0

Now we contract indices to get the Ricci scalar

R = gab Rab = gθθ Rθθ + gφφ Rφφ = 1 +
(

1

sin2 θ

)
sin2 θ = 1 + 1 = 2

The Weyl Tensor and Conformal Metrics
We briefly mention one more quantity that will turn out to be useful in later
studies. This is the Weyl tensor that can be calculated using the formula (in four
dimensions)

Cabcd = Rabcd + 1

2
(gad Rcb + gbc Rda − gac Rdb − gbd Rca)

+ 1

6
(gacgdb − gad gcb) R (4.49)

This tensor is sometimes known as the conformal tensor. Two metrics are con-
formally related if

ḡab = ω2 (x) gab (4.50)

for some differentiable function ω (x). A metric is conformally flat if we can find
a function ω (x) such that the metric is conformally related to the Minkowski
metric

gab = ω2 (x) ηab (4.51)

A nice property of the Weyl tensor is that Ca
bcd is the same for a given metric

and any metric that is conformally related to it. This is the origin of the term
conformal tensor.
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Quiz
For Questions 1–6, consider the following line element:

ds2 = dr2 + r2 dθ2 + r2 sin2 θ dφ2

1. The components of the metric tensor are
(a) grr = r, gθθ = r sin θ, gφφ = r2 sin2 θ

(b) grr = r, gθθ = r2, gφφ = r2 sin2 θ

(c) grr = 1, gθθ = r2, gφφ = r2 sin2 θ

(d) grr = r, gθθ = r2, gφφ = r2 sin2 θ

2. Compute the Christoffel symbols of the first kind. �θφφ is
(a) r2 sin θ cos θ

(b) r sin θ cos θ

(c) r2 sin2 θ

(d) sin θ cos θ

3. Now calculate the Christoffel symbols of the second kind. �φ
φθ is

(a) 1
r

(b) 1
r

cos θ
sin θ

(c) cot θ
(d) − 1

r2

4. Calculate the Riemann tensor. Rrθθφ is
(a) sin θ

(b) r3 sin θ

(c) cos θ
r sin θ

(d) 0

5. The determinant of the metric, g, is given by
(a) r2 sin4 θ

(b) r4 sin2 θ

(c) r4 sin4 θ

(d) 0

Now let wa = (r, sin θ, sin θ cos φ) and va = (r, r2 cos θ, sin φ
)
.

6. The Lie derivative u = Lvw has uφ given by
(a) r2 cos2 θ cos φ − sin θ

(b) r cos2 θ cos φ − sin θ
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(c) r2 cos θ cos2 φ − sin θ

(d) r2 cos2 θ cos φ − sin2 θ

For Questions 7 and 8, let ds2 = 2 du dv − (1 − u)2 dx2 − (1 + u)2 dy2.

7. �v
xx is

(a) 1 + u
(b) −1 + u
(c) 1 − v
(d) 1 − u

8. The Ricci scalar is
(a) 1
(b) 0
(c) u2

(d) v2

For Questions 9 and 10, let ds2 = y2 sin(x) dx2 + x2 tan(y) dy2 .

9. �y
yy is given by

(a) 0
(b) cos2 x
(c) 1+tan2 y

2 tan y

(d) 1+tan2 x
2 tan y

10. The Ricci scalar is
(a) 0

(b) y sin2 x+y sin2 x tan2 y+x cos x tan2 y
x2 y2 sin2 x tan2 y

(c) x2 sin2 x+y sin2 x tan2 y+x cos x tan2 y
y2 sin2 x tan2 y

(d) y sin2 x + y sin2 x cot2 y + x cos x tan2 y



5
CHAPTER

Cartan’s Structure
Equations

Introduction
A coordinate basis is one for which the basis vectors are given by ea = ∂/∂xa .
With the exception of cartesian coordinates, a coordinate basis is not orthonor-
mal. While it is possible to calculate using a coordinate basis, it is often not
the best or easiest way to approach a problem. An alternative exists and this is
to construct an orthonormal or “nonholonomic” basis. Physically, this means
working in an observer’s local frame. To express results in the global coordi-
nates, we use a transformation that can be constructed easily by looking at the
metric.

In this chapter we will begin by introducing this concept and then show how
to transform between the two. Once we have this concept in place, we will
develop a new set of equations that can be used to find the Riemann tensor for a
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given metric. This procedure appears a bit daunting at first but is actually much
nicer to use than the methods we have discussed so far.

Holonomic (Coordinate) Bases
The most natural choice of a basis that comes to mind is to define the basis
vectors directly in terms of derivatives of coordinates. Given coordinates xa , we
define basis vectors and basis one forms in the following way:

ea = ∂a = ∂

∂xa
and ωa = dxa (5.1)

When a basis set is defined exclusively in terms of derivatives with respect
to the coordinates, we call it a holonomic basis or a coordinate basis. A given
vector V can be expanded in this basis as

V = V aea

As an example, consider spherical polar coordinates

ds2 = dr2 + r2dθ2 + r2 sin2 θdφ2

The coordinate basis vectors are

er = ∂r = ∂

∂r
, eθ = ∂θ = ∂

∂θ
, eφ = ∂φ = ∂

∂φ

The important thing to notice here is that not all of these basis vectors are of unit
length. In addition, they do not have the same dimensions. These considerations
will lead us to a different basis that we will examine below.

In a coordinate basis, the basis vectors satisfy the following relationship:

ea · eb = gab (5.2)

Furthermore, we can write

v · w = gabvawb (5.3)

Above, we briefly mentioned a problem with a coordinate basis. If we choose
a coordinate basis, it may not be orthonormal. We can see this in the case of
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spherical polar coordinates using (5.2). Looking at the line element

ds2 = dr2 + r2dθ2 + r2 sin2 θdφ2

we see that the components of the metric are grr = 1, gθθ = r2, and gφφ =
r2 sin2 θ . Now let’s compute the lengths of the basis vectors. Using (5.2), we
obtain

er · er = 1 ⇒ |er | = √
grr = 1

eθ · eθ = r2 ⇒ |eθ | = √
gθθ = r

eφ · eφ = r2 sin2 θ ⇒ ∣∣eφ

∣∣ = √
gφφ = r sin θ

Since two of these basis vectors do not have unit length, this set which has been
defined in terms of derivatives with respect to the coordinates is not orthonormal.
To choose a basis that is orthonormal, we construct it such that the inner product
of the basis vectors satisfies

g (ea, eb) = ηab

This is actually easy to do, and as we will see, it makes the entire machinery of
relativity much easier to deal with. A basis defined in this way is known as a
nonholonomic or noncoordinate basis.

Nonholonomic Bases
A nonholonomic basis is one such that the basis vectors are orthonormal with
respect to the chosen metric. Another name for this type of basis is a noncoor-
dinate basis and you will often hear the term orthonormal tetrad (more below).
This type of basis is based on the fundamental ideas you are used to from fresh-
man physics. A set of orthogonal vectors, each of unit length, are chosen for the
basis. We indicate that we are working with an orthonormal basis by placing a
“hat” or carat over the indices; i.e., basis vectors and basis one forms are written
as

eâ, ω
â

An orthonormal basis is of interest physically and has use beyond mere
mathematics. Such a basis is used by a physical observer and represents a basis
with respect to the local Lorentz frame, while the coordinate basis represents
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the global spacetime. As we move ahead in this chapter, we will learn how
to transform between the two representations. We can expand any vector V in
terms of a coordinate or a noncoordinate basis. Just like any expansion, in terms
of basis vectors, these are just different representations of the same vector

V = V aea = V âeâ

Since this basis represents the frame of the local Lorentz observer, we can use
the flat space metric to raise and lower indices in that frame. As usual, the signs
of the components can be read off the metric. For example, with a metric with
the general form ds2 = dt2 − d�x2, we have ηâb̂ = diag (1, −1, −1, −1).
The basis vectors of a nonholonomic basis satisfy

eâ · eb̂ = ηâb̂ (5.4)

In a nutshell, the basic idea of creating a nonholonomic basis is to scale it by the
coefficient multiplying each differential in the line element. Let’s illustrate this
with an example. In the case of spherical polar coordinates, a noncoordinate
basis is given by the following:

er̂ = ∂r , eθ̂ = 1

r
∂θ , eφ̂ = 1

r sin θ
∂φ

An easy way to determine whether or not a given basis is holonomic is to
calculate the commutation coefficients for the basis. We do this for the case of
spherical polar coordinates in the next section.

Commutation Coefficients
The commutator is defined to be

[A, B] = AB − BA

From calculus, we know that partial derivatives commute. Consider a function
f (x, y). It is true that

∂2 f

∂x∂y
= ∂2 f

∂y∂x
⇒ ∂2 f

∂x∂y
− ∂2 f

∂y∂x
= 0
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Let’s rewrite this in terms of the commutator of the derivatives acting on the
function f (x, y):

∂2 f

∂x∂y
− ∂2 f

∂y∂x
=
(

∂

∂x

∂

∂y
− ∂

∂y

∂

∂x

)
f =

[
∂

∂x
,

∂

∂y

]
f

So we can write [
∂

∂x
,

∂

∂y

]
= 0

Looking at the holonomic basis for spherical polar coordinates, we had

er = ∂r = ∂

∂r
, eθ = ∂θ = ∂

∂θ
, eφ = ∂φ = ∂

∂φ

From the above arguments, it is clear that

[er , eθ ] = [er , eφ

] = [eθ , eφ

] = 0

Now let’s consider the nonholonomic basis we found for spherical polar coor-
dinates. Let’s compute the commutator

[
er̂ , eθ̂

]
. Since we’re new to this process

we carry along a test function as a crutch.

[
er̂ , eθ̂

]
f =

[
∂r ,

1

r
∂θ

]
f = ∂r

(
1

r
∂θ f

)
− 1

r
∂θ (∂r f )

= − 1

r2
∂θ f + 1

r
∂θ (∂r f ) − 1

r
∂θ (∂r f )

= − 1

r2
∂θ f

Using the definitions given for the nonholonomic basis vectors, the end result
is

[
er̂ , eθ̂

]
f = − 1

r2
∂θ f

= −1

r
eθ̂ f
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The test function is just being carried along for the ride. Therefore, we can drop
the test function and write

[
er̂ , eθ̂

] = −1

r
eθ̂

This example demonstrates that the commutators of a nonholonomic basis do
not always vanish. We can formalize this in the following way:

[
ei , e j

] = Ci j
kek (5.5)

The Ci j
k are called commutation coefficients. The commutation coefficients are

antisymmetric in the first two indices; i.e.

Ci j
k = −C ji

k

If the following condition is met, then the basis set is holonomic.

Ci j
k = 0 ∀i, j, k

We can also compute the commutation coefficients using the basis one forms,
as we describe in the next section.

Commutation Coefficients and
Basis One Forms

It is also possible to determine whether or not a basis is holonomic by examining
the basis one forms. A one form σ can be expanded in terms of a set of coordinate
basis one forms ωa as

σ = σaω
a = σadxa

In the same way that we can expand a vector in a different basis, we can also
expand a one form in terms of a nonholonomic basis. Again using “hats” to
denote the fact that we are working with a nonholonomic basis, we can write

σ = σâω
â
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Both expansions represent the same one form. Given a particular set of basis
one forms, it may be desirable to determine if it is holonomic. Once again
we do this by calculating the commutation coefficients, but by a different
method.

Given a set of basis one forms ωa , the commutation coefficients can be found
by calculating dωa . This quantity is related to commutation coefficients in the
following way:

dωa = −1

2
Cbc

aωb ∧ ωc (5.6)

Now recall that for a coordinate basis, the basis one forms are given by

ωa = dxa

In the previous chapter, we learned that the antisymmetry of the wedge prod-
uct leads to the following result for an arbitrary p form α:

d (dα) = 0

This means that for a coordinate basis, dωa = 0. For spherical polar coordinates,
if we choose the nonholonomic basis, the basis one forms are given by

ωr̂ = dr, ωθ̂ = rdθ, ωφ̂ = r sin θdφ (5.7)

Using (5.6), we can compute the commutation coefficients for this basis. For
example,

dωφ̂ = d (r sin θdφ) = sin θdr ∧ dφ + r cos θdθ ∧ dφ

Using the definitions given in (5.7), we can rewrite this expression in terms of
the basis one forms. First, notice that

sin θdr ∧ dφ = dr ∧ sin θdφ = 1

r
dr ∧ r sin θdφ = 1

r
ωr̂ ∧ ωφ̂
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For the second term, we find

r cos θdθ ∧ dφ = cos θ

r
(rdθ ) ∧ rdφ = cos θ

r sin θ
(rdθ ) ∧ r sin θdφ

= cot θ

r
ωθ̂ ∧ ωφ̂

Putting these results together, we obtain

dωφ̂ = 1

r
ωr̂ ∧ ωφ̂ + cot θ

r
ωθ̂ ∧ ωφ̂

The antisymmetry of the wedge product means we can write this expression as

dωφ̂ = 1

r
ωr̂ ∧ ωφ̂ + cot θ

r
ωθ̂ ∧ ωφ̂

= 1

2

(
1

r
ωr̂ ∧ ωφ̂ − 1

r
ωφ̂ ∧ ωr̂

)
+ 1

2

(
cot θ

r
ωθ̂ ∧ ωφ̂ − cot θ

r
ωφ̂ ∧ ωθ̂

)

Now we compare with (5.6) to read off the commutation coefficients. We find

Cr̂ φ̂
φ̂ = −Cφ̂r̂

φ̂ = −1

r
and Cθ̂ φ̂

φ̂ = −Cφ̂θ̂
φ̂ = −cot θ

r

Remember, if the commutation coefficients vanish, then the basis is holo-
nomic. As we mentioned at the beginning of the chapter, it is often convenient
to do calculations using the orthonormal basis but we may need to express re-
sults in the coordinate basis. We now explore the techniques used to transform
between the two.

Transforming between Bases
We can work out a transformation law between the coordinate and noncoordinate
basis vectors by using the coordinate components of the noncoordinate basis
vectors. These components are denoted by (eâ)b and known as the tetrad. The
meaning of these components is the same as we would find for any vector. In
other words, we use them to expand a noncoordinate basis vector in terms of
the basis vectors of a coordinate basis:

eâ = (eâ)b eb (5.8)
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For example, we can expand the noncoordinate basis for spherical polar
coordinates in terms of the coordinate basis vectors as follows:

er̂ = (er̂ )b eb = (er̂ )r er + (er̂ )θ eθ + (er̂ )φ eφ

eθ̂ = (eθ̂

)b
eb = (eθ̂

)r
er + (eθ̂

)θ
eθ + (eθ̂

)φ
eφ

eφ̂ =
(

eφ̂

)b
eb =

(
eφ̂

)r
er +

(
eφ̂

)θ

eθ +
(

eφ̂

)φ

eφ

Earlier we stated that the noncoordinate basis vectors were

er̂ = ∂r , eθ̂ = 1

r
∂θ , eφ̂ = 1

r sin θ
∂φ

Comparison with the above indicates that

(er̂ )r = 1(
eθ̂

)θ = 1

r(
eφ̂

)φ

= 1

r sin θ

All other components are zero. The components (eâ)b can be used to construct a
transformation matrix that we label �â

b as this matrix represents a transforma-
tion between the global coordinates and the local Lorentz frame of an observer.
In the case of spherical polar coordinates, we have

�â
b =




1 0 0

0 1
r 0

0 0 1
r sin θ




Expressing the transformation relation in terms of the matrix, we have

eâ = �â
beb

The matrix �â
b is invertible. The components of the inverse matrix represent

the reverse situation, which is expanding the coordinate basis vectors in terms
of the noncoordinate basis. This expansion can be written as follows:

ea = (ea)b̂ eb̂
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We use the components (ea)b̂ to construct the inverse matrix that we write as(
�−1

)
b

â . In terms of the components, we have

(ea)b̂ (eb̂

)c = δc
a and (eâ)b (eb)ĉ = δĉ

â

Moreover, we have

(ea)ĉ (eb)ĉ = ηab

In the case of spherical polar coordinates, the inverse matrix is given by

(
�−1

)
b

â =

1 0 0

0 r 0
0 0 r sin θ




It is also possible to derive a transformation relationship for the basis one
forms. Once again, we recall the form of the basis one forms when using a
coordinate basis. In that case they are exact differentials:

ωa = dxa

The noncoordinate basis is related to the coordinate basis in the following way:

ωâ = ωâ
b dxb

In the case of the basis one forms, the components of the transformation
matrix are given the label ωâ

b. To work this out for spherical coordinates, we
consider a single term; i.e.,

ωφ̂ = ωφ̂
b dxb = ωφ̂

r dr + ωφ̂
θ dθ + ωφ̂

φ dφ = r sin θdφ

We conclude that the only nonzero component is given by

ωφ̂
φ = r sin θ
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It is a simple matter to show that the transformation matrix, which this time is
denoted by �â

b, is given by

�â
b =


1 0 0

0 r 0
0 0 r sin θ




This is just the inverse matrix we found when transforming the basis vectors.
To express the coordinate basis one forms in terms of the noncoordinate basis
one forms, we use the inverse of this matrix; i.e.,

dxa = (�−1
)a

b̂ω
b̂

In the case of spherical polar coordinates, this matrix is given by

(
�−1

)a
b̂

=




1 0 0

0 1
r 0

0 0 1
r sin θ




These transformation matrices are related to those used with the basis vectors
in the following way:

�â
b = (�−1

)
b

â and �â
b = (�−1

)b
â

A Note on Notation
Consider a set of coordinates

[
x0, x1, x2, x3

]
. Suppose that we are working in

a coordinate basis, i.e., ea = ∂/∂xa . In this case, the metric or line element is
written as

g = ds2 = gab dxa ⊗ dxb

If we are working with an orthonormal tetrad, we write the metric in terms of
the basis one forms. In other words, we write

ds2 = g = ηâb̂ ωâ ⊗ ωb̂



104 CHAPTER 5 Cartan’s Structure Equations

In many cases, the inner product (as represented by ηâb̂) is diagonal. If we have
ηâb̂ = diag (1, −1, −1, −1), then we can write the metric in the following way:

ds2 = g = ω0̂ ⊗ ω0̂ − ω1̂ ⊗ ω1̂ − ω2̂ ⊗ ω2̂ − ω3̂ ⊗ ω3̂

≈
(
ω0̂
)2

−
(
ω1̂
)2

−
(
ω2̂
)2

−
(
ω3̂
)2

We will be using this frequently throughout the book in specific examples. We
now turn to the task of computing curvature using the orthonormal basis. This
type of calculation is sometimes referred to by the name tetrad methods. The
equations used to perform the calculations are Cartan’s structure equations.

Cartan’s First Structure Equation and the
Ricci Rotation Coefficients

The first step in computing curvature, using the methods we are going to out-
line in this chapter, is to find the curvature one forms and the Ricci rotation
coefficients. The notation used for this method makes it look a bit more math-
ematically sophisticated than it really is. In fact you may find it quite a bit less
tedious than the “straightforward” methods used to find the Christoffel symbols
and Riemann tensor in the last chapter.

The main thrust of this technique is given a set of basis one forms ωâ , we wish
to calculate the derivatives dωâ . These quantities satisfy Cartan’s first structure
equation, which is

dωâ = −�â
b̂ ∧ ωb̂ (5.9)

Note that we are using hatted indices, which indicates we are working in the
noncoordinate basis. The �â

b̂ are called curvature one forms, and they can be
written in terms of the basis one forms ωâ as follows:

�â
b̂ = �â

b̂ĉ ωĉ (5.10)

We have introduced a new quantity, �â
b̂ĉ, which are the Ricci rotation coef-

ficients. They are related to the Christoffel symbols but are, in fact, different.
We use them to obtain the Christoffel symbols by applying a transformation to
the coordinate basis. We will illustrate this below.
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The curvature one forms satisfy certain symmetry relations that will be useful
during calculation. In particular

�âb̂ = −�b̂â (5.11)

�0̂
î = � î

0̂ and � î
ĵ = −� ĵ

î (5.12)

Here i and j are spatial indices and i �= j . To see how these relations work,
we can raise and lower indices with the metric in the local frame. If ηâb̂ =
diag (1, −1, −1, −1), then using (5.11) we have

� î
ĵ = ηî î�î ĵ = −�î ĵ = � ĵ î = η ĵ ĵ�

ĵ
î = −� ĵ

î

This works because the elements of ηâb̂ are only on the diagonal, so we must
have equal indices. Moreover, since we are dealing only with spatial components
in this case, each instance of ηi j introduces a minus sign. Of course the signs
used here are by convention. Try working this out with ηâb̂ = diag (−1, 1, 1, 1)
to see if things work out differently.

When calculating dωâ , it is helpful to recall the following. Let α and β be
two arbitrary forms. Then

d (dα) = 0

α ∧ β = −β ∧ α
(5.13)

So we recall (selecting the coordinate r only for concreteness) that d (dr ) = 0
and dr ∧ dr = 0.

The Christoffel symbols can be obtained from the Ricci rotation coefficients
using the transformation matrices that take us from the orthonormal basis to
the coordinate basis. In particular, we have

�a
bc = (�−1

)a
d̂�

d̂
ê f̂ �

ê
b�

f̂
c (5.14)

where �a
bc are the Christoffel symbols. Remember, a plain index indicates

that the coordinate basis is being used, while the hatted index indicates that
an orthonormal basis is being used. In this book when we write �d̂

ê f̂ , we are
referring to the Ricci rotation coefficients in the orthonormal basis.

The techniques used in this chapter are far less tedious than using the coordi-
nate methods for calculating the connection. In the next section, we will carry
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the method forward and see how we can calculate the Riemann tensor. The pro-
cedure used here will be to calculate both sides of (5.9) and compare to make
an educated guess as to what the curvature one forms are (this is sometimes
called the guess method). Once we have done that, we can use the symmetry
properties in (5.12) to see if we can find any more of the curvature one forms.
Let’s apply this method to an example.

EXAMPLE 5-1
Consider the Tolman-Bondi-de Sitter metric, given by

ds2 = dt2 − e−2�(t,r )dr2 − R2(t, r ) dθ2 − R2(t, r ) sin2 θdφ2 (5.15)

This metric arises, for example, in the study of spherical dust with a cosmological
constant. Find the Ricci rotation coefficients for this metric.

SOLUTION 5-1
First we need to examine the metric (5.15) and write down the basis one forms.
Since we are asked to find the Ricci rotation coefficients, we will work with the
noncoordinate orthonormal basis. Writing (5.15) as

ds2 =
(
ωt̂
)2

−
(
ωr̂
)2

−
(
ωθ̂
)2

−
(
ωφ̂
)2

we identify the noncoordinate basis one forms as

ωt̂ = dt, ωr̂ = e−�(t,r )dr, ωθ̂ = R(t, r ) dθ, ωφ̂ = R(t, r ) sin θdφ

(5.16)

As we proceed, at times we will denote differentiation with respect to time
with a “dot” (i.e., d f/dt = ḟ ) and differentiation with respect to r with a prime
(i.e., d f/dr = f ′).

Now we apply (5.9) to each basis one form. The first one does not give us
much information, since

dωt̂ = d (dt) = 0

Let’s move on to the second one form. This one gives us

dωr̂ = d
(
e−�(t,r )dr

) = −∂�

∂t
e−�(t,r )dt ∧ dr − ∂�

∂r
e−�(t,r )dr ∧ dr
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Since dr ∧ dr = 0, this immediately simplifies to

dωr̂ = −∂�

∂t
e−�(t,r )dt ∧ dr

The next step is to rewrite the expression we’ve derived in terms of the basis
one forms. When doing these types of calculations, it is helpful to write the
coordinate differentials in terms of the basis one forms. Looking at (5.16), we
quickly see that

dt = ωt̂ , dr = e�(t,r )ωr̂ , dθ = 1

R(t, r )
ωθ̂ , dφ = 1

R(t, r ) sin θ
ωφ̂

(5.17)

Therefore, we obtain

dωr̂ = −∂�

∂t
e−�(t,r )dt ∧ dr = −∂�

∂t
e−�(t,r )ωt̂ ∧ dr

= −∂�

∂t
e−�(t,r )ωt̂ ∧ e�(t,r )ωr̂

= −∂�

∂t
ωt̂ ∧ ωr̂

Now we use (5.13) to write this as

dωr̂ = ∂�

∂t
ωr̂ ∧ ωt̂ (5.18)

Now let’s use (5.9) to write out what dωr̂ should be. We find

dωr̂ = −�r̂
b̂ ∧ ωb̂ = −�r̂

t̂ ∧ ωt̂ − �r̂
r̂ ∧ ωr̂ − �r̂

θ̂ ∧ ωθ̂ − �r̂
φ̂ ∧ ωφ̂

Comparing this expression with (5.18), we guess that

�r̂
t̂ = −∂�

∂t
ωr̂ (5.19)
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Moving to the next basis one form, we get

dωθ̂ = d (R(t, r )dθ )

= Ṙdt ∧ dθ + R′dr ∧ dθ

= Ṙ

R
dt ∧ Rdθ + R′

R
e�
(
e−�dr

) ∧ Rdθ

= Ṙ

R
ωt̂ ∧ ωθ̂ + R′

R
e�ωr̂ ∧ ωθ̂

Let’s reverse the order of the terms using (5.13). The result is

dωθ̂ = − Ṙ

R
ωθ̂ ∧ ωt̂ − R′

R
e�ωθ̂ ∧ ωr̂

Using (5.9), we have

dωθ̂ = −�θ̂
b̂ ∧ ωb̂

= −�θ̂
t̂ ∧ ωt̂ − �θ̂

r̂ ∧ ωr − �θ̂
θ̂ ∧ ωθ̂ − �θ̂

φ̂ ∧ ωφ̂

Comparing this with the result we found just above, we conclude that

�θ̂
t̂ = Ṙ

R
ωθ̂ and �θ̂

r̂ = R′

R
e�(t,r )ωθ̂ (5.20)

Finally, we tackle ωφ̂ . This term gives

dωφ̂ = d (R sin θdφ)

= Ṙ sin θdt ∧ dφ + R′ sin θdr ∧ dφ + cos θ Rdθ ∧ dφ

= Ṙ

R
dt ∧ R sin θdφ + R′

R
e�(t,r )

(
e−�(t,r )dr

) ∧ R sin θdφ

+ cos θ

R sin θ
R dθ ∧ R sin θdφ
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Writing the differentials in terms of the basis one forms, and then reversing the
order of each term, we get

dωφ̂ = Ṙ

R
ωt̂ ∧ ωφ̂ + R′

R
e�(t,r )ωr̂ ∧ ωφ̂ + cot θ

R
ωθ̂ ∧ ωφ̂

= − Ṙ

R
ωφ̂ ∧ ωt̂ − R′

R
e�(t,r )ωφ̂ ∧ ωr̂ − cot θ

R
ωφ̂ ∧ ωθ̂

Using (5.9), we have

dωφ̂ = −�φ̂
t̂ ∧ ωt̂ − �φ̂

r̂ ∧ ωr̂ − �φ̂
θ̂ ∧ ωθ̂ − �φ̂

φ̂ ∧ ωφ̂

Comparing this with the result we obtained above, we conclude that

�φ̂
t̂ = Ṙ

R
ωφ̂, �φ̂

r̂ = R′

R
e�(t,r )ωφ̂, �φ̂

θ̂ = cot θ

R
ωφ̂ (5.21)

Earlier we noted that we could obtain no information by calculating dωt̂ . For
the other terms, we have basically gone as far as we can using the “guess”
method. Now we can use the symmetry properties shown in (5.12) to find the
other curvature one forms. Specifically, we have

� t̂
r̂ = �r̂

t̂ = −∂�

∂t
ωr̂

� t̂
θ̂ = �θ̂

t̂ = Ṙ

R
ωθ̂

� t̂
φ̂ = �φ̂

t̂ = Ṙ

R
ωφ̂

Now paying attention only to spatial indices, we conclude that

�r̂
θ̂ = −�θ̂

r̂ = − R′

R
e�(t,r )ωθ̂

�r̂
φ̂ = −�φ̂

r̂ = − R′

R
e�(t,r )ωφ̂

�θ̂
φ̂ = −�φ̂

θ̂ = −cot θ

R
ωφ̂
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Now that we have calculated the curvature one forms, we can obtain the Ricci
rotation coefficients using (5.10), which we restate here:

�â
b̂ = �â

b̂ĉω
ĉ

We start by considering � t̂
b̂. It turns out that � t̂

t̂ = 0, and so we can skip this
term. Moving on, we have

� t̂
r̂ = � t̂

r̂ t̂ω
t̂ + � t̂

r̂ r̂ω
r̂ + � t̂

r̂ θ̂ω
θ̂ + � t̂

r̂ φ̂ωφ̂

We noted above that � t̂
r̂ = − ∂�(t,r )

∂t ωr̂ . Comparing the two expressions, we
conclude that

� t̂
r̂ r̂ = −∂� (t, r )

∂t
(5.22)

In addition, we conclude that � t̂
r̂ t̂ = � t̂

r̂ θ̂ = � t̂
r̂ φ̂ = 0. Moving to the next co-

ordinate, we have

� t̂
θ̂ = � t̂

θ̂ ĉω
ĉ = � t̂

θ̂ t̂ω
t̂ + � t̂

θ̂ r̂ω
r̂ + � t̂

θ̂ θ̂ω
θ̂ + � t̂

θ̂ φ̂ωφ̂

Above we found that � t̂
θ̂ = �θ̂

t̂ = Ṙ
R ωθ̂ , and so the only nonzero term is that

involving ωθ̂ , and we conclude that

� t̂
θ̂ θ̂ = Ṙ

R
(5.23)

Similarly, we find

� t̂
φ̂φ̂

= Ṙ

R
(5.24)

Now we move on to terms of the form �r̂
b̂. First we have

�r̂
t̂ = �r̂

t̂ t̂ω
t̂ + �r̂

t̂ r̂ω
r̂ + �r̂

t̂ θ̂ω
θ̂ + �r̂

t̂ φ̂ωφ̂
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Now, in (5.19), we found that �r̂
t̂ = −�̇ (t, r ) ωr̂ . Comparison of the two leads

us to conclude that

�r̂
t̂ r̂ = −∂�

∂t

Next, skipping the �r̂
r̂ term since it vanishes by (5.12) (set i = j), we go to

�r̂
θ̂ = �r̂

θ̂ ĉω
ĉ = �r̂

θ̂ t̂ω
t̂ + �r̂

θ̂ r̂ω
r̂ + �r̂

θ̂ θ̂ω
θ̂ + �r̂

θ̂ φ̂ωφ̂

Comparison with our earlier result, where we found that �r̂
θ̂ = −�θ̂

r̂ =
− R′

R e�(t,r )ωθ̂ , leads us to conclude that

�r̂
θ̂ θ̂ = − R′

R
e�(t,r )

Finally, we have

�r̂
φ̂ = �r̂

φ̂ĉω
ĉ = �r̂

φ̂ t̂ω
t̂ + �r̂

φ̂r̂ω
r̂ + �r̂

φ̂θ̂ω
θ̂ + �r̂

φ̂φ̂ωφ̂

Earlier we found that �r̂
φ̂ = − R′

R e�(t,r )ωφ̂ . Comparing this to the above, it must
be the case that

�r̂
φ̂φ̂ = − R′

R
e�(t,r )

A similar procedure applied to terms of the form�θ̂
b̂ and�φ̂

b̂ gives the remaining
Ricci rotation coefficients

�θ̂
t̂ θ̂ = �φ̂

t̂ φ̂ = Ṙ

R
, �θ̂

r̂ θ̂ = �φ̂
r̂ φ̂ = R′

R
e�(t,r ), �φ̂

θ̂ φ̂ = −�θ̂
φ̂φ̂ = −cot θ

R

We have finished calculating the Ricci rotation coefficients, which can be used to
obtain the Christoffel symbols or as we will see later, to compute the curvature.
At this point, we can demonstrate how to transform these quantities to the
coordinate frame to give the Christoffel symbols. This is not strictly necessary
but it may be desired. Let’s consider a simple example; the procedure is the
same when applied to all terms. We repeat the formula we need here, namely
(5.14):

�a
bc = (�−1

)a
d̂�

d̂
ê f̂ �

ê
b�

f̂
c
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First, we need to construct the transformation matrix. This is easy enough to
do; we just read off the coefficients of the metric. To keep you from having to
flip back several pages we restate it here:

ds2 = dt2 − e−2�(t,r )dr2 − R2(t, r ) dθ2 − R2(t, r ) sin2 θdφ2

The diagonal elements of the matrix can just be read off the metric. Therefore,
the transformation matrix is

�â
b =




1 0 0 0
0 e−�(t,r ) 0 0
0 0 R(t, r ) 0
0 0 0 R(t, r ) sin θ


 (5.25)

and the inverse is

(
�−1

)a
b̂ =




1 0 0 0
0 e�(t,r ) 0 0
0 0 1

R 0
0 0 0 1

R sin θ


 (5.26)

In this case, finding the Christoffel symbols is rather easy since the matrix is
diagonal. As an example, let’s compute �φ

θφ . Using the formula, this is

�φ
θφ = (�−1

)φ
φ̂�φ̂

θ̂ φ̂�θ̂
θ�

φ̂
φ =

(
1

R sin θ

)(
−cot θ

R

)
(R) (R sin θ)

= − cot θ

This example has shown us how to carry out the first step needed to compute cur-
vature, getting the Christoffel symbols. Usually, we will carry our calculations
further in the local frame using the Ricci rotation coefficients. The procedure
used to do so is explored in the next section.

Computing Curvature
Working in a coordinate basis to find all the components of the affine connection
and then calculating an endless series of derivatives to get the Riemann tensor is
a hairy mess that one would like to avoid. Thankfully, a method was developed
by Cartan that is a bit more sophisticated but saves a great deal of tedium.
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To get the curvature and ultimately the Einstein tensor so that we can learn
about gravitational fields, we need the Riemann tensor and the quantities that
can be derived from it. Previously we learned that

Ra
bcd = ∂c�

a
bd − ∂d�

a
bc + �e

bd�
a

ec − �e
bc�

a
ed

This is a daunting formula that seems to ooze airs of tedious calculation. Only
a person who was completely insane would enjoy calculating such a beast.
Luckily, Cartan has saved us with a more compact equation that is a bit easier
on the mind once you get the hang of it. The key insight is to notice that we obtain
the Riemann tensor from the Christoffel symbols by differentiating them. In the
previous section, we calculated a set of curvature one forms, which contain the
Ricci rotation coefficients as their components in the local frame. So it makes
perfect sense that we should differentiate these things to get the curvature tensor.
We do so in a way applicable to forms and define a new set of quantities called
the curvature two forms which we label by �â

b̂ in this book. They are given by

�â
b̂ = d�â

b̂ + �â
ĉ ∧ �ĉ

b̂ (5.27)

It turns out that they are related to the Riemann tensor in the following way:

�â
b̂ = 1

2
Râ

b̂ĉd̂ω
ĉ ∧ ωd̂ (5.28)

Now, notice that the Riemann tensor in this equation is expressed in the orthonor-
mal basis (there are “hats” on the indices). That means we need to transform to
the coordinate basis if we need or want to work there. This is done by using the
following handy transformation formula:

Ra
bcd = (�−1

)a
ê Rê

f̂ ĝĥ�
f̂

b�
ĝ

c�
ĥ

d (5.29)

Let’s do a few calculations to see how to use these quantities. We start with a
very simple case and then consider one that’s a bit more complicated.

EXAMPLE 5-2
Perhaps the simplest metric for which we have nonzero curvature is the unit
sphere, where

ds2 = dθ2 + sin2 θdφ2

Find the Ricci scalar using Cartan’s structure equations.
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SOLUTION 5-2
This is a very simple metric. The basis one forms (for the orthonormal basis)
are given by

ωθ̂ = dθ and ωφ̂ = sin θdφ

In the quiz, you will show that the nonzero Ricci rotation coefficient for this
metric is given by

�φ̂
θ̂ = cot θωφ̂

⇒ �φ̂
θ̂φ̂ = cot θ

In this case, (5.27) becomes

�φ̂
θ̂ = d�φ̂

θ̂ + �φ̂
ĉ ∧ �ĉ

θ̂ = d�φ̂
θ̂ + �φ̂

θ̂ ∧ �θ̂
θ̂ + �φ̂

φ̂ ∧ �φ̂
θ̂

= d�φ̂
θ̂ = d

(
cot θωφ̂

)

= d

(
cos θ

sin θ
sin θdφ

)
= d (cos θdφ)

Moving from the first to the second line, we used �θ̂
θ̂ = �φ̂

φ̂ = 0. Moving on,
we obtain

�φ̂
θ̂ = d (cos θdφ) = − sin θdθ ∧ dφ

The next step is to rewrite the differentials in terms of the nonholonomic basis
one forms. Looking at our definitions ωθ̂ = dθ and ωφ̂ = sin θdφ, we see that
we can write dφ = 1

sin θ
ωφ̂ , and so we obtain

�φ̂
θ̂ = − sin θdθ ∧ dφ = −ωθ̂ ∧ ωφ̂ = ωφ̂ ∧ ωθ̂ (5.30)

This result can be used to obtain the components of the Riemann tensor via
(5.28). Since there are only two dimensions, this equation will be very simple,
because the only nonzero terms are those that contain ωâ ∧ ωb̂ where â �= b̂.
This gives

�φ̂
θ̂ = 1

2
Rφ̂

θ̂ ĉd̂ω
ĉ ∧ ωd̂ = 1

2
Rφ̂

θ̂ θ̂ φ̂ωθ̂ ∧ ωφ̂ + 1

2
Rφ̂

θ̂ φ̂θ̂ω
φ̂ ∧ ωθ̂
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Now, we use α ∧ β = −β ∧ α to rewrite this as

�φ̂
θ̂ = 1

2

(
Rφ̂

θ̂ θ̂ φ̂ − Rφ̂
θ̂ φ̂θ̂

)
ωθ̂ ∧ ωφ̂

To get this into a form where we can read off the components of the Riemann
tensor from (5.30), we need to use the symmetries of the Riemann tensor. First
we need to lower some indices. Since the metric is ds2 = dθ2 + sin2 θdφ2, ηâb̂
is nothing but the identity matrix:

ηâb̂ =
(

1 0
0 1

)

Now recall the symmetries of the Riemann tensor:

Rabcd = −Rbacd = −Rabdc

These symmetries still apply in the local frame where we are using the nonholo-
nomic basis. Therefore, we can write

Rφ̂
θ̂ φ̂θ̂ = ηφ̂φ̂ Rφ̂θ̂ φ̂θ̂ = Rφ̂θ̂ φ̂θ̂ = −Rφ̂θ̂ θ̂ φ̂ = −ηφ̂φ̂ Rφ̂

θ̂ θ̂ φ̂ = −Rφ̂
θ̂ θ̂ φ̂

This allows us to rewrite the following:

1

2

(
Rφ̂

θ̂ θ̂ φ̂ − Rφ̂
θ̂ φ̂θ̂

)
= 1

2

(
Rφ̂

θ̂ θ̂ φ̂ + Rφ̂
θ̂ θ̂ φ̂

)
= Rφ̂

θ̂ θ̂ φ̂

With this change, we get

�φ̂
θ̂ = Rφ̂

θ̂ θ̂ φ̂ωθ̂ ∧ ωφ̂

Comparison with (5.30) gives

Rφ̂
θ̂ θ̂ φ̂ = −1

Another application of the symmetries of the Riemann tensor shows us that

Rφ̂
θ̂ φ̂θ̂ = R θ̂

φ̂θ̂ φ̂ = +1
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R θ̂
θ̂ θ̂ φ̂ = Rθ̂ θ̂ θ̂ φ̂ = −Rθ̂ θ̂ θ̂ φ̂ , R θ̂

θ̂ θ̂ φ̂ = 0

The second line holds true because Rabcd = −Rbacd and if a = −a ⇒ a = 0.
This also holds for Rφ̂

θ̂ φ̂φ̂ .
At this point, we can calculate the Ricci tensor and the Ricci scalar.

Since the latter quantity is a scalar, it is invariant and it is not neces-
sary to transform to the global coordinates. From the previous argument,
we find

Rθ̂ φ̂ = Râ
θ̂ âφ̂ = R θ̂

θ̂ θ̂ φ̂ + Rφ̂
θ̂ φ̂φ̂ = 0

The other terms are

Rθ̂ θ̂ = Râ
θ̂ âθ̂ = R θ̂

θ̂ θ̂ θ̂ + Rφ̂
θ̂ φ̂θ̂ = 0 + 1 = 1

Rφ̂φ̂ = Râ
φ̂âφ̂ = R θ̂

φ̂θ̂ φ̂ + Rφ̂
φ̂φ̂φ̂ = 1 + 0 = 1

(5.31)

From this, it is a simple matter to calculate the Ricci scalar

R = ηâb̂ Râb̂ = ηθ̂θ̂ Rθ̂ θ̂ + ηφ̂φ̂ Rφ̂φ̂ = Rθ̂ θ̂ + Rφ̂φ̂ = 1 + 1 = 2

The Ricci scalar can be used to give a basic characterization of the intrin-
sic curvature of a given geometry. The value of the Ricci scalar tells us
what the geometry “looks like” locally. If the Ricci scalar is positive, as it
is in this case, the surface looks like a sphere. If it is negative, then the sur-
face looks like a saddle. We can think about this in terms of drawing a tri-
angle. If R > 0, then the angles add upto more than 180 degrees, while if
R < 0 they add up to less than 180 degrees. These observations lead to the
designations of ‘positive curvature’ and ‘negative curvature’. Now, if R = 0,
then the geometry is flat and the angles of a triangle add upto the expected
180 degrees.

EXAMPLE 5-3
The Robertson-Walker metric

ds2 = −dt2 + a2(t)

1 − kr2
dr2 + a2(t)r2 dθ2 + a2(t)r2 sin2 θdφ2

describes a homogeneous, isotropic, and expanding universe. The constant k =
−1, 0, 1 depending on whether the universe is open, flat, or closed. Find the
components of the Riemann tensor using tetrad methods.
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SOLUTION 5-3
Looking at the metric, we see that we can define the following orthonormal
basis of one forms:

ωt̂ = dt, ωr̂ = a(t)√
1 − kr2

dr, ωθ̂ = ra(t)dθ, ωφ̂ = ra(t) sin θdφ

(5.32)

From this point on to save a bit of writing we will write a(t) = a. Using (5.9)
to calculate the curvature, one forms gives

dωt̂ = d (dt) = 0

dωr̂ = d

(
a√

1 − kr2
dr

)
= ȧdt ∧ dr√

1 − kr2
= − ȧ

a
ωr̂ ∧ ωt̂

dωθ̂ = d (radθ ) = r ȧdt ∧ dθ + adr ∧ dθ

= ȧ

a
ωt̂ ∧ ωθ̂ + a

√
1 − kr2

√
1 − kr2

ra

ra
dr ∧ dθ

= − ȧ

a
ωθ̂ ∧ ωt̂ +

√
1 − kr2

ra
ωr̂ ∧ ωθ̂

= − ȧ

a
ωθ̂ ∧ ωt̂ −

√
1 − kr2

ra
ωθ̂ ∧ ωr̂

dωφ̂ = d (ra sin θdφ)

= r ȧ sin θdt ∧ dφ + a sin θdr ∧ dφ + ra cos θdθ ∧ dφ

= − ȧ

a
ωφ̂ ∧ ωt̂ −

√
1 − kr2

ra
ωφ̂ ∧ ωr̂ − cot θ

ra
ωφ̂ ∧ ωθ̂

Using the following relations found by writing out the right-hand side of (5.9)

dωr̂ = −�r̂
t̂ ∧ ωt̂ − �r̂

r̂ ∧ ωr̂ − �r̂
θ̂ ∧ ωθ̂ − �r̂

φ̂ ∧ ωφ̂

dωθ̂ = −�θ̂
t̂ ∧ ωt̂ − �θ̂

r̂ ∧ ωr̂ − �θ̂
θ̂ ∧ ωθ̂ − �θ̂

φ̂ ∧ ωφ̂

dωφ̂ = −�φ̂
t̂ ∧ ωt̂ − �φ̂

r̂ ∧ ωr̂ − �φ̂
θ̂ ∧ ωθ̂ − �φ̂

φ̂ ∧ ωφ̂
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we read off the following curvature one-forms:

�r̂
t̂ = ȧ

a
ωr̂ , �θ̂

t̂ = ȧ

a
ωθ̂ , �θ̂

r̂ =
√

1 − kr2

ra
ωθ̂

�φ̂
t̂ = ȧ

a
ωφ̂, �φ̂

r̂ =
√

1 − kr2

ra
ωφ̂, �φ̂

θ̂ = cot θ

ra
ωφ̂

(5.33)

We can raise and lower indices using ηâb̂. Notice the form of the metric, which
indicates that in this case we must set ηâb̂ = diag(−1, 1, 1, 1). Let’s see how
this works with the curvature one forms:

�r̂
t̂ = ηr̂ r̂�r̂ t̂ = �r̂ t̂ = −�t̂ r̂ = −ηt̂ t̂�

t̂
r̂ = � t̂

r̂

�θ̂
r̂ = ηθ̂θ̂�θ̂ r̂ = �θ̂ r̂ = −�r̂ θ̂ = −ηr̂ r̂�

r̂
θ̂ = −�r̂

θ̂

Now we calculate the curvature two forms using (5.27). We explicitly calculate
�θ̂

r̂ :

�θ̂
r̂ = d�θ̂

r̂ + �θ̂
ĉ ∧ �ĉ

r̂

= d�θ̂
r̂ + �θ̂

t̂ ∧ � t̂
r̂ + �θ̂

r̂ ∧ �r̂
r̂ + �θ̂

θ̂ ∧ �θ̂
r̂ + �θ̂

φ̂ ∧ �φ̂
r̂

= d�θ̂
r̂ + �θ̂

t̂ ∧ � t̂
r̂ + �θ̂

φ̂ ∧ �φ̂
r̂

Now, for the first term in this expression we have

�θ̂
r̂ =

√
1 − kr2

ra
ωθ̂ =

√
1 − kr2

ra
(radθ ) =

√
1 − kr2dθ

Therefore

d�θ̂
r̂ = d

(√
1 − kr2 dθ

)
= − kr√

1 − kr2
dr ∧ dθ

= − k

a2
ωr̂ ∧ ωθ̂

For the other two terms, we obtain

�θ̂
t̂ ∧ � t̂

r̂ = ȧ

a
ωθ̂ ∧ ȧ

a
ωr̂ = ȧ2

a2
ωθ̂ ∧ ωr̂
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�θ̂
φ̂ ∧ �φ̂

r̂ = −cot θ

ra
ωφ̂ ∧

√
1 − kr2

ra
ωφ̂ = 0

Therefore, the curvature two form is

�θ̂
r̂ = − k

a2
ωr̂ ∧ ωθ̂ + ȧ2

a2
ωθ̂ ∧ ωr̂

= k

a2
ωθ̂ ∧ ωr̂ + ȧ2

a2
ωθ̂ ∧ ωr̂

(5.34)
= ȧ2 + k

a2
ωθ̂ ∧ ωr̂

Using (5.28), we can obtain the components of the Riemann tensor. First, using
the symmetries of the Riemann tensor together with ηâb̂ = diag(−1, 1, 1, 1),
note that

R θ̂
r̂ r̂ θ̂ = ηθ̂θ̂ Rθ̂ r̂ r̂ θ̂ = Rθ̂ r̂ r̂ θ̂ = −Rθ̂ r̂ θ̂ r̂ = −ηθ̂θ̂ R θ̂

r̂ θ̂ r̂ = −R θ̂
r̂ θ̂ r̂

and so

�θ̂
r̂ = 1

2
R θ̂

r̂ θ̂ r̂ω
θ̂ ∧ ωr̂ + 1

2
R θ̂

r̂ r̂ θ̂ω
r̂ ∧ ωθ̂

= 1

2
R θ̂

r̂ θ̂ r̂ω
θ̂ ∧ ωr̂ − 1

2
R θ̂

r̂ r̂ θ̂ω
θ̂ ∧ ωr̂

= 1

2

(
R θ̂

r̂ θ̂ r̂ − R θ̂
r̂ r̂ θ̂

)
ωθ̂ ∧ωr̂ = 1

2

(
R θ̂

r̂ θ̂ r̂ + R θ̂

r̂ θ̂ r̂

)
ωθ̂ ∧ ωr̂

= R θ̂
r̂ θ̂ r̂ω

θ̂ ∧ ωr̂

Comparison with (5.34) leads us to conclude that

R θ̂
r̂ θ̂ r̂ = ȧ2 + k

a2
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Similar calculations show that (check)

Rt̂
θ̂ t̂ θ̂ = Rt̂

φ̂ t̂ φ̂ = Rt̂
r̂ t̂ r̂ = ä

a

Rr̂
θ̂ r̂ θ̂ = ȧ2 + k

a2

R θ̂
φ̂θ̂ φ̂ = ȧ2 + k

a2
, Rφ̂

r̂ r̂ φ̂ = − ȧ2

a2

Quiz
Consider spherical polar coordinates, where ds2 = dr2 + r2 dθ2 +
r2 sin2 θ dφ2. Calculate the Ricci rotation coefficients.

1. �r̂
φ̂φ̂ is

(a) −1
r

(b) r sin2 θ

(c) −r sin θ cos θ

(d) −r sin2 φ

2. �θ̂
φ̂φ̂ is given by

(a) tan θ

(b) − sin θ sin φ

(c) − cot θ
r

(d) r2 sin θ cos θ

3. Applying the appropriate transformation matrix to the Ricci rotation
coefficients, one finds that �r

φφ is
(a) r sin2 θ

(b) −r sin2 φ

(c) − cot θ
r

(d) 1
r2

4. Consider the Rindler metric, ds2 = u2 dv2 − du2. One finds that nonzero
Ricci rotation coefficients are
(a) �v̂

v̂ v̂ = �û
ûv̂ = − 1

u

(b) The space is flat, so all the Ricci rotation coefficients vanish.
(c) �û

v̂ v̂ = �v̂
ûv̂ = − 1

u2

(d) �û
v̂ v̂ = �v̂

ûv̂ = − 1
u
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5. In spherical polar coordinates, the commutation coefficients Crθ
θ ,

Crφ
φ, and Cθφ

φ are
(a) Crθ

θ = Crφ
φ = −1

r , Cθφ
φ = 0

(b) Crθ
θ = Crφ

φ = −1
r , Cθφ

φ = − tan θ

(c) Crθ
θ = Crφ

φ = −1
r , Cθφ

φ = − cot θ
r

(d) Crθ
θ = Crφ

φ = − 1
r2 , Cθφ

φ = − cot θ
r

6. Consider the Tolman metric studied in Example 5-1. The Ricci rotation
coefficient �φ̂

r̂ φ̂ is given by

(a) − R′
R e�(t,r )

(b) R′
R e�(t,r )

(c) −e�(t,r )

(d) − e�(t,r )

R

7. The Gtt component of the Einstein tensor for the Tolman metric is given
by
(a) Gtt = 0
(b) Gtt = 1

R

[−R e2�
(
2R′� ′ + 2R′′ + R−1 R′2 − 2Ṙ�̇ R + 1 + Ṙ2

)]
(c) Gtt = 1

R2

[
R e2�

(
2R′� ′ + 2R′′ + R−1 R′2 − 2Ṙ�̇ R + 1 + Ṙ2

)]
(d) Gtt = 1

R2

[−R e2�
(
2R′� ′ + 2R′′ + R−1 R′2 − 2Ṙ�̇ R + 1 + Ṙ2

)]
8. For the Robertson-Walker metric in Example 5-2, using ηâb̂ =

diag(−1, 1, 1, 1) to raise and lower indices, one finds that
(a) �φ̂

θ̂ = −�θ̂
φ̂

(b) �θ̂
θ̂ = −�θ̂

φ̂

(c) �φ̂
φ̂ = −�θ̂

φ̂

(d) �φ̂
θ̂ = �θ̂

φ̂



6
CHAPTER

The Einstein Field
Equations

The physical principles that form the basis of Einstein’s theory of gravita-
tion have their roots in the famed Tower of Pisa experiments conducted by
Galileo in the seventeenth century. Galileo did not actually drop balls from the
famed leaning tower, but instead rolled them down the inclined planes. How
the experiments were actually conducted is not of importance here; our concern
is only with one fundamental fact they reveal—that all bodies in a gravita-
tional field experience the same acceleration regardless of their mass or internal
composition.

It is this fundamental result that allows us to arrive at our first principle of
equivalence. In basic newtonian physics, a quantity called mass shows up in
three basic equations—those that describe inertial forces, the force on a body
due to a gravitational potential, and the force that a body produces when it is the
source of a gravitational field. There is not really any a priori reason to assume
that the mass that shows up in the equations describing each of these situations
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is one and the same. However, we will show that Galileo’s results prove that this
is the case.

Equivalence of Mass in Newtonian Theory
In newtonian theory, there are three types of mass. The first two types describe
the response of a body to inertial and gravitational forces, while the third type
is used to describe the gravitational field that results when a given body acts as
a source. More specifically,

• Inertial mass: The first appearance of mass in an elementary physics
course is in the famous equation F = ma. Inertial mass is a measure of the
ability of a body to resist changes in motion. In the following, we denote
inertial mass by mI.

• Passive gravitational mass: In newtonian theory, the force that a body
feels due to a gravitational field described by a potential φ is given by
F = −m∇φ. The mass m in this equation, which describes the reaction of
a body to a given gravitational field, is called passive gravitational mass.
We denote it by mp.

• Active gravitational mass: This type of mass acts as the source of a grav-
itational field.

It is not obvious a priori that these types of masses should be equivalent.
We now proceed to demonstrate that they are. We begin by considering the
motion of two bodies in a gravitational field. Galileo showed that if we neglect
air resistance, two bodies released simultaneously from a height h will reach
the ground at the same time. In other words, all bodies in a given gravitational
field have the same acceleration. This is true regardless of their mass or internal
compositions.

We consider the motion of two bodies in a gravitational field. The gravitational
field exerts a force on a body and so we can use Newton’s second law to write

F1 = mI
1a1

F2 = mI
2a2

Now the force on a body due to the gravitational field can be written in terms of

the potential using F = −m∇φ, where in this case m is the passive gravitational
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mass of the body. And so we have

F1 = mI
1a1 = −mp

1∇φ

F2 = mI
2a2 = −mp

2∇φ

Using the second equation, we solve for the acceleration of mass 2:

mI
2a2 = −mp

2∇φ

⇒ a2 = −mp
2

mI
2

∇φ

However, the experimental results obtained by Galileo tell us that all bodies in
a gravitational field fall with the same acceleration, which we denote by g. This
means that a1 = a2 = g, and we have

a2 = g = −mp
2

mI
2

∇φ

Since a1 = a2 = g, we can rewrite F1 = mI
1a1 = −mp

1∇φ in the following way:

F1 = mI
1a1 = mI

1g = −mp
1∇φ

g = −mp
1

mI
1

∇φ

Equating both expressions that we have obtained for g, we find that

mp
1

mI
1

∇φ = mp
2

mI
2

∇φ

Canceling ∇φ from both sides, we get

mp
1

mI
1

= mp
2

mI
2

Masses m1 and m2 used in this experiment are completely arbitrary, and we
can substitute any body we like for mass m2 and the result will be the same.
Therefore, we conclude that the ratio of passive gravitational mass to inertial
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mass is a constant for any body. We can choose this constant to be unity and
conclude that

mI
1 = mp

1

That is, inertial mass and passive gravitational mass are equivalent (this result
has been verified to high precision experimentally by the famous Eötvös ex-
periment). We now show that active gravitational mass is equivalent to passive
gravitational mass.

Consider two masses again labeled m1 and m2. We place mass m1 at the
origin and m2 is initially located at some distance r from m1 along a radial line.
The gravitational potential due to mass m1 at a distance r is given by

φ1 = −G
mA

1

r

where G is Newton’s gravitational constant. The force on mass m2 due to mass
m1 is given by

F2 = −mp
2∇φ1

Since we are working with the radial coordinate only, the gradient can be written
as

F2 = −mp
2∇φ1 = −mp

2

[
∂

∂r

(
−G

mA
1

r

)
r̂

]
= −r̂G

mA
1 mp

2

r2

Similarly, the force on mass m1 due to the gravitational field produced by mass
m2 is

F1 = r̂G
mA

2 mp
1

r2

To understand the difference in sign, note that in this case we have −r̂ since
the force points in the opposite direction. Now, Newton’s third law tells us that
F1 = −F2; therefore, we must have

G
mA

2 mp
1

r2
= G

mA
1 mp

2

r2
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We cancel the common terms G and r2, which give

mA
2 mp

1 = mA
1 mp

2

This leads to

mp
1

mA
1

= mp
2

mA
2

Again, we could choose any masses we like for this experiment. Therefore, this
ratio must be a constant that we take to be unity, and we conclude that

mA = mp

that is, the active and passive gravitational mass for a body are equivalent. We
have already found that the passive gravitational mass is equivalent to inertial
mass, and so we have shown that

m = mI = mp = mA

where we have used the single quantity m to represent the mass of the body.

Test Particles
Imagine that we are studying a region of spacetime where some distribution of
matter and energy acts as a source of gravitational field that we call the back-
ground field. A test particle is one such that the gravitational field it produces
is negligible as compared to the background field. In other words, the presence
of the test particle will in no way change or alter the background field.

The Einstein Lift Experiments
The Einstein lift experiments are a simple set of thought experiments that can
be used to describe the equivalence principle. In Einstein’s day, he used “lifts”
or elevators to illustrate his points. We will do so in a more modern sense using
spaceships. In all of these experiments, we consider scenarios with no rotation.
We begin by considering a spaceship that is deep in interstellar space far from
any source of gravitational fields. Furthermore, the spaceship is designed such
that the astronaut inside has no way of communication with the outside universe;
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in particular, there are no windows in the spacecraft so he cannot look outside to
determine anything about his state of motion or location in the universe. When
reading through these experiments, remember Newton’s first law: A particle at
rest or in uniform motion remains at rest or in uniform motion unless acted
upon by an external force.

Case 1. In the first experiment, consider a spaceship that is not accelerating but
is instead moving uniformly through space with respect to an inertial observer.
The astronaut is holding a small ball, which he subsequently releases. What he
will find is that, in accordance with Newton’s first law, the ball simply remains
at rest with respect to the astronaut where he released it. (see Fig. 6-1)

Case 2. We now consider an accelerating ship. The spaceship is still located
deep in space far from any planets, stars, or other source of gravitational field.

Fig. 6-1. Art the astronaut in an unaccelerated spaceship in deep space, far from any
gravitational fields. He releases a ball in front of him, and it remains there at rest with

respect to the astronaut.
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g

Fig. 6-2. An accelerating spaceship. This time when the astronaut releases the ball, it
falls straight to the floor as he sees it.

But this time, the spaceship is accelerating with a constant acceleration a. For
definiteness, we take the acceleration to be identical to the acceleration due
to gravity at the surface of the earth; i.e., a = g = 9.81 m/s2. If the astronaut
releases the ball in this situation, he will find that from his perspective, it falls
straight to the floor. (see Fig. 6-2)

Case 3. Turning to a third scenario, we now imagine a spaceship on earth that
sits comfortably on the launchpad. The dimensions of the spacecraft are such
that the tidal effects of gravity cannot be observed and that the rotational
motion of the earth has no effect. We all know what happens when the astronaut
releases the ball in this situation; it falls straight to the floor, just like it did in
the previous situation. (see Fig. 6-3)

The situation inside the spacecraft on the launchpad is the same as the space-
craft with acceleration g in deep space.
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Fig. 6-3. Spaceship on the launchpad, resting on the surface of the earth. Drop a ball,
and it falls straight to the floor.

Case 4. Finally, we consider one more situation: a spacecraft in free fall on
earth. Let’s say that the spaceship is in a mineshaft falling straight down. In
this case, when the astronaut releases the ball, he will find a situation to that he
encountered deep in space when not accelerating. When he releases the ball, it
remains stationary where he released it. (see Fig. 6-4)

The point of these experiments is the following: In a region of spacetime that is
small enough so that the tidal effects of a gravitational field cannot be observed,
there are no experiments that can distinguish between a frame of reference that
is in free fall in a gravitational field and one that is moving uniformly through
space when no gravitational field is present.

More specifically, Cases 2 and 3 are indistinguishable to the astronaut. As-
suming he cannot look outside, he can in no way differentiate whether or not
he is accelerating deep in space with acceleration g or if he is stationary on the
surface of the earth. This implies that any frame that is accelerated in special
relativity is indistinguishable from one in a gravitational field, provided that the
region of spacetime used to make measurements is small enough; that is, tidal
forces cannot be observed.

Cases 1 and 4 illustrate that there is no experiment that can distinguish
uniform motion through space in the absence of a gravitational field from
free fall within a gravitational field. Again, to the astronaut—provided that
his environment is completely sealed—these situations seem identical. Cases
1 and 4 are illustrations of the weak equivalence principle.



130 CHAPTER 6 The Einstein Field Equations

g g

Fig. 6-4. A spaceship on earth, in free fall down a mineshaft. Art the astronaut releases a
ball and finds to his astonishment that it remains at rest in front of him.

The Weak Equivalence Principle
The weak equivalence principle is a statement about the universal nature of the
gravitational field. Galileo found that all matter responds to the gravitational
field in exactly the same way regardless of mass or internal composition.
Moreover, special relativity teaches us about the equivalence of mass and en-
ergy. Combining these two lessons of physics leads us to the weak equivalence
principle.

Weak Equivalence Principle. The gravitational field couples in the same
way to all mass and energy. The gravitational field is universal. This is a formal
statement of the result—we obtained in the first part of the chapter—inertial
and gravitational masses are equivalent.

The Strong Equivalence Principle
Cases 2 and 4 in our thought experiments involving the spaceship illustrate the
strong equivalence principle. This principle states that the laws of physics are the
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same in an accelerated reference frame and in a uniform and static gravitational
field.

Note that an experiment that takes place over a large enough time interval
or large enough region of space will reveal the tidal effects of gravity. Under
these conditions, the equivalence principle would no longer apply. For example,
consider two balls released from rest over the surface of the earth.

The Principle of General Covariance
In Chapter 4 we noted that if an equation involving tensors is true in one coor-
dinate system, it is true in all coordinate systems. This leads to the principle of
general covariance, which simply states that the laws of physics, which should
be invariant under a coordinate transformation, should be stated in tensorial
form. Note that this principle is controversial. We merely state it here because
it led Einstein in the development of his theory.

Geodesic Deviation
In ordinary flat space, parallel lines always remain parallel. Now consider a
more general space where the “straightest possible lines” are geodesics. What
happens to geodesics that start off parallel in a curved space? You can get a
hint by taking a look at the nearest map of the earth, you can find, showing the
curved longitude lines that run from the North Pole to the South Pole. At the
equator, these lines are parallel, but as you move North or South, neighboring
lines begin to move together, or start off at the North Pole. Lines that emerge
from the same point diverge as you move toward the equator. (see Fig. 6-5)

This behavior is typical of any curved geometry. In fact, in a curved space
geodesics that start off parallel will eventually cross. Since gravity is just ge-
ometry, we expect to find this kind of behavior in the motion of particles on
geodesics in spacetime.

In a gravitational field, the convergence of initially parallel geodesics is noth-
ing more than an expression of gravitational tidal effects. Physically, this is
exhibited in the shared acceleration between two particles in free fall in a grav-
itational field. Release two particles from some height h above the earth. While
the particles start off moving initially on parallel lines toward the ground, since
they are on radial paths to the earth’s center they will be seen to move toward
each other if h is large enough. This is a manifestation of the tidal effects of
gravity. We study this phenomenon with equation of geodesic deviation. In your
studies of gravity, you will often see the term congruence. A congruence is a
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Flat space-
parallel lines
remain parallel

Lines that were
parallel converge

Lines start out
parallel

Fig. 6-5. In flat space, as seen on the left, lines that start off parallel remain parallel. In a
curved space, however, this is not true. As shown on the right, lines that start off parallel

end up converging on the sphere as you move from the equator to the North Pole.
This type of “deviation” from being parallel is true in a general curved space or

in a curved spacetime.

set of curves such that each point p in the manifold lies on a single curve. To
study geodesic deviation in spacetime, we consider a congruence of timelike
geodesics. If we call the tangent vector to the curve ua , then the congruence
will represent a set of inertial worldlines if uaua = 1.

We define the connecting vector as a vector that points from one geodesic to
its neighbor. More specifically, it joins two points on neighboring curves at the
same value of the affine parameter. This is illustrated in Fig. 6-6.

γ µ

V
p q

Fig. 6-6. Two curves γ and µ in a manifold. Suppose each curve is parameterized by an
affine parameter τ . The deviation vector V connects the curves at two points p and q
such that γ (τ1) = p and µ (τ1) = q for some value of the affine parameter τ = τ1.
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Now, consider a connecting vector ηa,which points from the geodesic of an
inertial particle to the geodesic of another, infinitesimally close inertial particle.
We say that ηa is Lie propagated if its Lie derivative with respect to ua vanishes;
i.e.,

Luη
a = ub∇bη

a − ηb∇bua = 0

We will also use the following result.

EXAMPLE 6-1
Show that

∇a∇bV c − ∇b∇aV c = Rc
dabV d

SOLUTION 6-1
Recall from Chapter 4 that the covariant derivative of a vector is given by

∇bV a = ∂V a

∂xb
+ �a

cbV c

Also note that

∇cT a
b = ∂cT a

b + �a
cd T d

b − �d
bcT a

d (6.1)

Proceeding, we have

∇a∇bV c = ∇a (∂bV c + �c
ebV e)

We can easily calculate the second derivative by treating ∂bV c + �c
ebV e as a

single tensor. Let’s call it S c
b = ∂bV c + �c

ebV e. Then using (6.1), we have

∇a S c
b = ∂a S c

b + �c
ad Sd

b − �d
ba S c

d

Back substitution of S c
b = ∂bV c + �c

ebV e in this expression gives

∇a (∂bV c + �c
ebV e) = ∂a (∂bV c + �c

ebV e) + �c
ad

(
∂bV d + �d

ebV e
)

−�d
ba (∂d V c + �c

ed V e)

A similar exercise shows that

∇b∇aV c = ∂b (∂bV c + �c
eaV e) + �c

bd

(
∂aV d + �d

eaV e
)

−�d
ab(∂d V c + �c

ed V e)
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Let’s calculate ∇a∇bV c − ∇b∇aV c term by term. Since partial derivatives
commute, and therefore ∂a∂bV c − ∂b∂aV c = 0, subtraction of the first terms
gives

∂a (∂bV c + �c
ebV e) − ∂b (∂bV c + �c

eaV e) = ∂a (�c
ebV e) − ∂b (�c

eaV e)

= V e (∂a�
c

eb − ∂b�
c

ea) + �c
eb ∂aV e − �c

ea ∂bV e (6.2)

For the remaining terms, we use the fact that we are using a torsion-free con-
nection, and therefore �a

bc = �a
cb, so we find

�c
ad

(
∂bV d + �d

ebV e
)− �d

ba

(
∂d V c + �c

ed V e
)

−�c
bd

(
∂aV d + �d

eaV e
)+ �d

ab

(
∂d V c + �c

ed V e
)

= �c
ad

(
∂bV d + �d

ebV e
)− �d

ab

(
∂d V c + �c

ed V e
)

−�c
bd

(
∂aV d + �d

eaV e
)+ �d

ab

(
∂d V c + �c

ed V e
)

= �c
ad

(
∂bV d + �d

ebV e
)− �c

bd

(
∂aV d + �d

eaV e
)

= �c
ad∂bV d − �c

bd∂aV d + �c
ad�

d
ebV e − �c

bd�
d

eaV e

We can go further by relabeling dummy indices and again using the fact that
the Christoffel symbols are symmetric in the lower indices to rewrite this term
as

�c
ad∂bV d − �c

bd∂aV d + �c
ad�

d
ebV e − �c

bd�
d

eaV e

= �c
ae∂bV e − �c

be∂aV e + �c
ad�

d
ebV e − �c

bd�
d

eaV e

= �c
ea∂bV e − �c

eb∂aV e + �c
ad�

d
ebV e − �c

bd�
d

eaV e

To get the final result, we add this expression to (6.2). However, notice that
�c

ea∂bV e − �c
eb∂aV e will cancel similar terms in (6.2), and so we are left with

∇a∇bV c − ∇b∇aV c = V e
(
∂a�

c
eb − ∂b�

c
ea

)+ �c
ad�

d
ebV e − �c

bd�
d

eaV e

= (∂a�
c

eb − ∂b�
c

ea + �c
ad�

d
eb − �c

bd�
d

ea

)
V e

= (∂a�
c

db − ∂b�
c

da + �c
ae�

e
db − �c

be�
e

da) V d

In the last line, we swapped the dummy indices d ↔ e. From (4.41), we see
that

Ra
bcd = ∂c�

a
bd − ∂d�

a
bc + �e

bd�
a

ec − �e
bc�

a
ed
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and therefore we conclude that

∇a∇bV c − ∇b∇aV c = Rc
dabV d (6.3)

Furthermore, since the Lie derivative vanishes, we can write

ub∇bη
a = ηb∇bua (6.4)

Now ηc is a measure of the distance between two inertial particles. From ele-
mentary physics, you recall that velocity is the time derivative of position, i.e.,
v = dx/dt and acceleration is a = d2x/dt2. For inertial geodesics with tan-
gent vector ua and parameter τ , by analogy, we define the relative acceleration
between two geodesics by

D2ηa

Dτ 2
= ub∇b (uc∇cη

a)

= ub∇b (ηc∇cua)

= ub (∇bη
c∇cua + ηc∇b∇cua)

= ub∇bη
c∇cua + ubηc∇b∇cua

We can use (6.3) to write the last term as ∇b∇cua = ∇c∇bua + Ra
dbcud to obtain

D2ηa

Dτ 2
= ub∇bη

c∇cua + ubηc
(∇c∇bua + Ra

dbcu
d
)

= ub∇bη
c∇cua + ηcub∇c∇bua + ηcubud Ra

dbc

= ηb∇buc∇cua + ηcub∇c∇bua + ηcubud Ra
dbc

Relabeling dummy indices, we set ηcub∇c∇bua = ηbuc∇b∇cua and we have

D2ηa

Dτ 2
= ηb∇buc∇cua + ηbuc∇b∇cua + ηcubud Ra

dbc

Now the Leibniz rule ∇b (uc∇cua) = ∇buc∇cua + uc∇b∇cua and so this be-
comes

D2ηa

Dτ 2
= ηb∇buc∇cua + ηbuc∇b∇cua + ηcubud Ra

dbc

= ηb (∇buc∇cua + uc∇b∇cua) + ηcubud Ra
dbc

= ηb (∇b (uc∇cua)) + ηcubud Ra
dbc
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However, since is the tangent vector to a geodesic uc∇cua = 0. We can rearrange
and then relabel dummy indices on the last term setting ηcubud Ra

dbc = Ra
dbc

ubudηc = Ra
bcdubucηd , and so we obtain the equation of geodesic deviation

D2ηa

Dτ 2
= Ra

bcdu
bucηd

We can summarize this result in the following way: Gravity exhibits itself
through tidal effects that cause inertial particles to undergo a mutual accel-
eration. Geometrically, this is manifest via spacetime curvature. We describe
the relative acceleration between two geodesics using the equation of geodesic
deviation.

The Einstein Equations
In this section we introduce the Einstein equations and relate them to the equa-
tions used to describe gravity in the newtonian framework.

Newtonian gravity can be described by two equations. The first of these
describes the path of a particle through space. If a particle is moving through a
gravity field with potential φ, then Newton’s second law gives

F = ma = −m∇φ

Canceling the mass term from both sides and writing the acceleration as the
second derivative of position with respect to time, we have

d2x

dt2
= −∇φ

This equation is analogous to the equation of geodesic deviation, for which we
found

D2ηa

Dτ 2
= Ra

bcdu
bucηd

And so we have one piece of the puzzle: we know how to describe the behavior
of matter in response to a gravitational field, which makes itself felt through the
curvature. However, now consider the other equation used in newtonian gravity.
This equation describes how mass acts as a source of gravitational field, i.e.,
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Poisson’s equation

∇2φ = 4πGρ

Einstein’s equation will have a similar overall form. On the right-hand side,
the source term in Newton’s theory is the mass density in a given region of
space. The lesson of special relativity is that mass and energy are equivalent.
Therefore, we need to incorporate this idea into our new theory of gravity, and
consider that all forms of mass-energy can be sources of gravitational fields.
This is done by describing sources with the stress-energy tensor Tab. This is a
more general expression than mass density because it includes energy density
as well. We will discuss it in more detail in the next and following chapters.

On the left side of Newton’s equation, we see second derivatives of the po-
tential. In relativity theory, the metric plays the role of gravitational potential.
We have seen that through the relations

�a
bc = 1

2
gad

(
∂gbc

∂xd
+ ∂gcd

∂xb
− ∂gdb

∂xc

)
Ra

bcd = ∂c�
a

bd − ∂d�
a

bc + �e
bd�

a
ec − �e

bc�
a

ed

The curvature tensor encodes second derivatives of the metric. So if we are going
to consider the metric to be analogous to gravitational potentials in Newton’s
theory, some term(s) involving the curvature tensor must appear on the left-hand
side of the equations. The equation ∇2φ = 4πGρ actually relates the trace of
∇i∇ jφ to the mass density; therefore, we expect that the trace of the curvature
tensor, which as we learned in Chapter 4 gives the Ricci tensor, will serve as
the term on the left-hand side. So the equations will be something like

Rab ∝ Tab

An important constraint on the form of Einstein’s equations imposed by the
appearance of the stress-energy tensor on the right side will be the conservation
of momentum and energy, which as we will see in the next chapter is expressed
by the relation

∇bT ab = 0

This constraint means that Rab ∝ Tab will not work because ∇b Rab �= 0. The
contracted Bianchi identities (see problem 1) imply that ∇a Rab = 1

2 gab∇a R,

where R is the Ricci scalar. Therefore, if we instead use the Einstein tensor
on the left-hand side, we will satisfy the laws of conservation of energy and
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momentum. That is, we set

Gab = Rab − 1

2
gab R

and then arrive at the field equations

Gab = κTab

where κ is a constant that turns out to be 8πG.
The vacuum equations are used to study the gravitational field in a region of

spacetime outside of the source—i.e., where no matter and energy are present.
For example, you can study the vacuum region of spacetime outside of a star.
We can set Tab = 0 and then the vacuum Einstein equations become

Rab = 0 (6.5)

The Einstein Equations with
Cosmological Constant

The cosmological constant was originally added to the equations by Einstein
as a fudge factor. At the time, he and others believed that the universe was
static. As we shall see Einstein’s equations predict a dynamic universe, and so
Einstein tinkered with the equations a bit to get them to fit his predispositions
at the time. When the observations of Hubble proved beyond reasonable doubt
that the universe was expanding, Einstein threw out the cosmological constant
and described it as the biggest mistake of his life.

Recently, however, observation seems to indicate that some type of vacuum
energy is at work in the universe, and so the cosmological constant is coming
back in style. It is possible to include a small cosmological constant and still
have a dynamic universe. If we define the vacuum energy of the universe to be

ρv = �

8πG

then including this term, Einstein’s equations can be written as

Rab − 1

2
gab R + gab� = 8πGTab (6.6)

or

Gab + gab� = 8πGTab
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Therefore with this addition the Einstein tensor remains unchanged, and most
of our work will involve calculating this beast. We demonstrate the solution of
Einstein’s equations with a cosmological constant term in the next example.

An Example Solving Einstein’s Equations
in 2+1 Dimensions

We now consider an example that considers Einstein’s equations in 2+1
dimensions. This means that we restrict ourselves to two spatial dimensions
and time. Models based on 2+1 dimensions can be used to simplify the analysis
while retaining important conceptual results. This is a technique that can be
used in the study of quantum gravity for example. For a detailed discussion,
see Carlip (1998).

In this example, we consider the gravitational collapse of an inhomogeneous,
spherically symmetric dust cloud Tab = ρuaub with nonzero cosmological
constant � < 0. This is a long calculation, so we divide it into three exam-
ples. This problem is based on a recently published paper (see References), so
it will give you an idea of how relativity calculations are done in actual cur-
rent research. The first example will help you review the techniques covered in
Chapter 5.

EXAMPLE 6-2
Consider the metric

ds2 = −dt2 + e2b(t,r ) dr2 + R(t, r ) dφ2

and use Cartan’s structure equations to find the components of the curvature
tensor.

SOLUTION 6-2
With nonzero cosmological constant, Einstein’s equation takes the form

Gab + gab� = 8πTab

For the given metric, we define the following orthonormal basis one forms:

ωt̂ = dt, ωr̂ = eb(t,r ) dr, ωφ̂ = R(t, r ) dφ (6.7)

These give us the following inverse relationships which will be useful in
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calculations:

dt = ωt̂ , dr = e−b(t,r )ωr̂ , dφ = 1

R(t, r )
ωφ̂ (6.8)

With this basis defined, we have

ηâb̂ =

−1 0 0

0 1 0
0 0 1




which we can use to raise and lower indices.
We will find the components of the Einstein tensor using Cartan’s methods.

To begin, we calculate the Ricci rotation coefficients. Recall that Cartan’s first
structure equation is

dωâ = −�â
b̂ ∧ ωb̂ (6.9)

Also recall that

�â
b̂ = �â

b̂ĉω
ĉ (6.10)

The first equation gives us no information, since we have

dωt̂ = d (dt) = 0

Moving to ωr̂ , we find

dωr̂ = d
(
eb(t,r ) dr

) = ∂b

∂t
eb(t,r ) dt ∧ dr + ∂b

∂r
eb(t,r ) dr ∧ dr

= ∂b

∂t
eb(t,r ) dt ∧ dr

(6.11)

Using (6.8), we rewrite this in terms of the basis one forms to get

dωr̂ = ∂b

∂t
eb(t,r ) dt ∧ dr = ∂b

∂t
ωt̂ ∧ ωr̂ = −∂b

∂t
ωr̂ ∧ ωt̂ (6.12)

Explicitly writing out Cartan’s first structure equation for dωr̂ , we find that

dωr̂ = −�r̂
b̂ ∧ ωb̂

= −�r̂
t̂ ∧ ωt̂ − �r̂

r̂ ∧ ωr̂ − �r̂
φ̂ ∧ ωφ̂

(6.13)
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Comparing this with (6.12), which has only basis one forms ωt̂ and ωr̂ in
the expression, we guess that the only nonzero term is given by �r̂

t̂ ∧ ωt̂ and
conclude that

�r̂
t̂ = ∂b

∂t
ωr̂ (6.14)

Using (6.10), we expand the left-hand side to get

�r̂
t̂ = �r̂

t̂ t̂ω
t̂ + �r̂

t̂ r̂ω
r̂ + �r̂

t̂ φ̂ωφ̂

Comparing this with (6.14) shows that the only nonzero Ricci rotation coefficient
in this expansion is

�r̂
t̂ r̂ = ∂b

∂t

We now proceed to find other nonzero Ricci rotation coefficients that are related
to this one via symmetries. Recall that

�âb̂ = −�b̂â, �0̂
î = � î

0̂, � î
ĵ = −� ĵ

î (6.15)

This means that �r̂
t̂ = � t̂

r̂ = ∂b
∂t ω

r̂ . Expanding � t̂
r̂ , we have

� t̂
r̂ = � t̂

r̂ t̂ω
t̂ + � t̂

r̂ r̂ω
r̂ + � t̂

r̂ φ̂ωφ̂

This tells us that � t̂
r̂ r̂ = ∂b

∂t . Moving to the final basis one form, we have

dωφ̂ = d (R(t, r ) dφ) = ∂R

∂t
dt ∧ dφ + ∂R

∂r
dr ∧ dφ

= 1

R

∂R

∂t
ωt̂ ∧ ωφ̂ + 1

R

∂R

∂r
e−b(t, r )ωr̂ ∧ ωφ̂ (6.16)

= − 1

R

∂R

∂t
ωφ̂ ∧ ωt̂ + 1

R

∂R

∂r
e−b(t, r )ωφ̂ ∧ ωr̂
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Using Cartan’s structure equation, we can write

dωφ̂ = −�φ̂
t̂ ∧ ωt̂ − �φ̂

r̂ ∧ ωr̂ − �φ̂
φ̂ ∧ ωφ̂ (6.17)

Comparing this with (6.16), we conclude that

�φ̂
t̂ = 1

R

∂R

∂t
ωφ̂ and �φ̂

r̂ = 1

R

∂R

∂r
e−b(t,r )ωφ̂ (6.18)

Using (6.10) to expand each term, we find the following nonzero Ricci rotation
coefficients:

�φ̂
t̂ φ̂ = 1

R

∂R

∂t
and �φ̂

r̂ φ̂ = 1

R

∂R

∂r
e−b(t,r ) (6.19)

As an aside, note that �ĉâb̂ = −�âĉb̂. This means that any terms that match on
the first two indices must vanish. For example,

�φ̂
φ̂r̂ = ηφ̂φ̂�φ̂φ̂r̂ = �φ̂φ̂r̂ = −�φ̂φ̂r̂

� �φ̂φ̂r̂ = 0

⇒ �φ̂
φ̂r̂ = 0

Now let’s apply the symmetries listed in (6.15) to find the other nonzero terms.
For the first term, we get

�φ̂
t̂ = ηφ̂φ̂�φ̂ t̂ = �φ̂ t̂ = −�t̂ φ̂ = −ηt̂ t̂�

t̂
φ̂ = � t̂

φ̂

⇒ � t̂
φ̂ = 1

R

∂R

∂t
ωφ̂

(6.20)

This leads us to the conclusion that

� t̂
φ̂φ̂ = 1

R

∂R

∂t



CHAPTER 6 The Einstein Field Equations 143

Using (6.15), we see that �φ̂
r̂ = −�r̂

φ̂ . So we have

�r̂
φ̂ = − 1

R

∂R

∂r
e−b(t,r )ωφ̂

⇒ �r̂
φ̂φ̂

= − 1

R

∂R

∂r
e−b(t,r )

We now proceed to use Cartan’s second structure equation to find the compo-
nents of the curvature tensor in the noncoordinate basis. Recall that the curvature
two forms were defined via

�â
b̂ = d�â

b̂ + �â
ĉ ∧ �ĉ

b̂ = 1

2
Râ

b̂ĉd̂
ωĉ ∧ ωd̂ (6.21)

We will solve two terms and leave the remaining terms as an exercise. Setting
â = r̂ and b̂ = t̂ in (6.21) gives

�r̂
t̂ = d�r̂

t̂ + �r̂
ĉ ∧ �ĉ

t̂

= d�r̂
t̂ + �r̂

t̂ ∧ � t̂
t̂ + �r̂

r̂ ∧ �r̂
t̂ + �r̂

φ̂ ∧ �φ̂
t̂ (6.22)

We begin by calculating d�r̂
t̂ using (6.14) and recalling that ωr̂ = eb(t,r ) dr :

d�r̂
t̂ = d

(
∂b

∂t
ωr̂

)
= d

(
∂b

∂t
eb(t,r )dr

)

= ∂2b

∂t2
eb(t,r ) dt ∧ dr +

(
∂b

∂t

)2

eb(t,r ) dt ∧ dr + ∂b

∂t

∂b

∂r
eb(t,r ) dr ∧ dr

Since dr ∧ dr = 0, this simplifies to

d�r̂
t̂ = ∂2b

∂t2
eb(t,r ) dt ∧ dr +

(
∂b

∂t

)2

eb(t,r ) dt ∧ dr

=
[

∂2b

∂t2
+
(

∂b

∂t

)2
]

ωt̂ ∧ ωr̂

(6.23)
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The remaining terms in (6.22) all vanish:

�r̂
t̂ ∧ � t̂

t̂ = 0 (since � t̂
t̂ = 0)

�r̂
r̂ ∧ �r̂

t̂ = 0 (since �r̂
r̂ = 0)

�r̂
φ̂ ∧ �φ̂

t̂ = − 1

R

∂R

∂r
e−b(t,r )ωφ̂ ∧ 1

R

∂R

∂t
ωφ̂ = 0 (since ωφ̂ ∧ ωφ̂ = 0)

Therefore (6.22) reduces to

�r̂
t̂ = d�r̂

t̂

⇒ �r̂
t̂ =

[
∂2b

∂t2
+
(

∂b

∂t

)2
]

ωt̂ ∧ ωr̂
(6.24)

To find the components of the curvature tensor, we apply (6.21), which in this
case gives

�r̂
t̂ = 1

2
Rr̂

tĉd̂ ωĉ ∧ ωd̂

= 1

2
Rr̂

t̂ t̂ r̂ ωt̂ ∧ ωr̂ + 1

2
Rr̂

t̂r̂ t̂ ωr̂ ∧ ωt̂

= 1

2
Rr̂

t̂ t̂ r̂ ωt̂ ∧ ωr̂ − 1

2
Rr̂

t̂r̂ t̂ ωt̂ ∧ ωr̂

= 1

2

(
Rr̂

t̂ t̂ r̂ − Rr̂
t̂r̂ t̂

)
ωt̂ ∧ ωr̂

Now we use the flat space metric of the local frame ηâb̂ = diag(−1, 1, 1) to
raise and lower indices, and then apply the symmetries of the curvature tensor
to write

Rr̂
t̂r̂ t̂ = ηr̂ r̂ Rr̂ t̂ r̂ t̂ = Rr̂ t̂r̂ t̂ = −Rr̂ t̂ t̂ r̂ = −ηr̂ r̂ Rr̂

t̂ t̂ r̂ = −Rr̂
t̂ t̂ r̂

Therefore, we have

�r̂
t̂ = 1

2

(
Rr̂

t̂ t̂ r̂ − Rr̂
t̂r̂ t̂

)
ωt̂ ∧ ωr̂ = 1

2

(
Rr̂

t̂ t̂ r̂ + Rr̂
t̂ t̂ r̂

)
ωt̂ ∧ ωr̂

= Rr̂
t̂ t̂ r̂ ωt̂ ∧ ωr̂
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Comparison with (6.24) leads us to conclude that

Rr̂
t̂ t̂ r̂ = ∂2b

∂t2
+
(

∂b

∂t

)2

Let’s calculate the curvature two form �t̂
φ̂ . Using (6.21), we have

�t̂
φ̂ = d� t̂

φ̂ + � t̂
ĉ ∧ �ĉ

φ̂

= d

(
1

R

∂R

∂t
ωφ̂

)
+ � t̂

t̂ ∧ � t̂
φ̂ + � t̂

r̂ ∧ �r̂
φ̂ + � t̂

φ̂ ∧ �φ̂
φ̂

= d

(
1

R

∂R

∂t
ωφ̂

)
+ � t̂

r̂ ∧ �r̂
φ̂

Now

d

(
1

R

∂R

∂t
ωφ̂

)
= d

(
1

R

∂R

∂t
R dφ

)

= d

(
∂R

∂t
dφ

)

= ∂2 R

∂t2
dt ∧ dφ + ∂2 R

∂t ∂r
dr ∧ dφ

= 1

R

∂2 R

∂t2
ωt̂ ∧ ωφ̂ + e−b(t,r )

R

∂2 R

∂t ∂r
ωr̂ ∧ ωφ̂

and

� t̂
r̂ ∧ �r̂

φ̂ = ∂b

∂t
ωr̂ ∧

(
−e−b(t,r )

R

∂R

∂r
ωφ̂

)

= −e−b(t,r )

R

∂b

∂t

∂R

∂r
ωr̂ ∧ ωφ̂
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Putting these results together, we obtain

�t̂
φ̂ = 1

R

∂2 R

∂t2
ωt̂ ∧ ωφ̂ + e−b(t,r )

R

∂2 R

∂t ∂r
ωr̂ ∧ ωφ̂ − e−b(t,r )

R

∂b

∂t

∂R

∂r
ωr̂ ∧ ωφ̂

= 1

R

∂2 R

∂t2
ωt̂ ∧ ωφ̂ + e−b(t,r )

R

(
∂2 R

∂t ∂r
− ∂b

∂t

∂R

∂r

)
ωr̂ ∧ ωφ̂

Again, to find the components of the curvature tensor, we write out �t̂
φ̂

=
1
2 Rt̂

φ̂ĉd̂ω
ĉ ∧ ωd̂ to obtain

�t̂
φ̂

= 1

2
Rt̂

φ̂r̂ φ̂ ωr̂ ∧ ωφ̂ + 1

2
Rt̂

φ̂φ̂r̂ ωφ̂ ∧ ωr̂ + 1

2
Rt̂

φ̂ t̂ φ̂ ωt̂ ∧ ωφ̂

+1

2
Rt̂

φ̂φ̂ t̂ ωφ̂ ∧ ωt̂

= 1

2

(
Rt̂

φ̂r̂ φ̂ − Rt̂
φ̂φ̂r̂

)
ωr̂ ∧ ωφ̂ + 1

2

(
Rt̂

φ̂ t̂ φ̂ − Rt̂
φ̂φ̂ t̂

)
ωt̂ ∧ ωφ̂

= Rt̂
φ̂r̂ φ̂ ωr̂ ∧ ωφ̂ + Rt̂

φ̂ t̂ φ̂ ωt̂ ∧ ωφ̂

Therefore, we conclude that

Rt̂
φ̂ t̂ φ̂

= 1

R

∂2 R

∂t2
and Rt̂

φ̂r̂ φ̂ = e−b(t,r )

R

(
∂2 R

∂t ∂r
− ∂b

∂t

∂R

∂r

)

All together, the nonzero components of the curvature tensor are

Rr̂
t̂ t̂ r̂ = ∂2b

∂t2
+
(

∂b

∂t

)2

= −Rr̂
t̂r̂ t̂

Rt̂
φ̂ t̂ φ̂ = 1

R

∂2 R

∂t2
= −Rt̂

φ̂φ̂ t̂ , Rt̂
φ̂r̂ φ̂ = e−b(t,r )

R

(
∂2 R

∂t ∂r
− ∂b

∂t

∂R

∂r

)
= −Rt̂

φ̂φ̂r̂

Rr̂
φ̂r̂ φ̂ = e−2b(t,r )

R

(
∂b

∂t

∂R

∂t
e2b(t,r ) − ∂2 R

∂r2
+ ∂R

∂r

∂b

∂r

)
(6.25)
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EXAMPLE 6-3
Using the results of Example 6-1, find the components of the Einstein tensor in
the coordinate basis.

SOLUTION 6-3
We begin by calculating the components of the Ricci tensor. For now, we continue
working in the orthonormal basis. Therefore, we use

Râb̂ = Rĉ
âĉb̂ (6.26)

The first nonzero component of the Ricci tensor is

Rt̂t̂ = Rĉ
t̂ ĉt̂ = Rt̂

t̂ t̂ t̂ + Rr̂
t̂r̂ t̂ + Rφ̂

t̂ φ̂ t̂

Noting that Rφ̂
t̂ φ̂ t̂ = ηφ̂φ̂ Rφ̂ t̂ φ̂ t̂ = Rφ̂ t̂ φ̂ t̂ = −Rt̂ φ̂φ̂ t̂ = −ηt̂ t̂ Rt̂

φ̂φ̂ t̂ = Rt̂
φ̂φ̂ t̂ and

using the results of the previous example, we find that

Rt̂t̂ = −∂2b

∂t2
−
(

∂b

∂t

)2

− 1

R

∂2 R

∂t2
(6.27)

Next we calculate

Rt̂r̂ = Rĉ
t̂ ĉr̂ = Rt̂

t̂ t̂ r̂ + Rr̂
t̂r̂ r̂ + Rφ̂

t̂ φ̂r̂

The only nonzero term in this sum is Rφ̂
t̂ φ̂r̂ = Rt̂

φ̂r̂ φ̂ and so

Rt̂r̂ = e−b(t,r )

R

(
− ∂2 R

∂t ∂r
+ ∂b

∂t

∂R

∂r

)
(6.28)

Next, we find that

Rr̂r̂ = Rĉ
r̂ ĉr̂ = Rt̂

r̂ t̂ r̂ + Rr̂
r̂r̂ r̂ + Rφ̂

r̂ φ̂r̂

= Rt̂
r̂ t̂ r̂ + Rr̂

φ̂r̂ φ̂ (6.29)

= ∂2b

∂t2
+
(

∂b

∂t

)2

+ e−2b(t,r )

R

(
∂b

∂t

∂R

∂t
e2b(t,r ) − ∂2 R

∂r2
+ ∂R

∂r

∂b

∂r

)



148 CHAPTER 6 The Einstein Field Equations

Finally, using the same method it can be shown that

Rφ̂φ̂ = 1

R

∂2 R

∂t2
+ e−2b(t,r )

R

(
∂b

∂t

∂R

∂t
e2b(t,r ) − ∂2 R

∂r2
+ ∂R

∂r

∂b

∂r

)
(6.30)

The next step is to find the Ricci scalar using R = ηâb̂ Râb̂ together with (6.27),
(6.29), and (6.30):

R = −Rt̂t̂ + Rr̂r̂ + Rφ̂φ̂

= 2
∂2b

∂t2
+ 2

(
∂b

∂t

)2

+ 2

R

∂2 R

∂t2
+ 2

e−2b(t,r )

R

(
∂b

∂t

∂R

∂t
e2b(t,r )− ∂2 R

∂r2
+ ∂R

∂r

∂b

∂r

)
(6.31)

In the local frame, we can find the components of the Einstein tensor using

Gâb̂ = Râb̂ − 1

2
ηâb̂ R (6.32)

For example, using (6.29) together with (6.31), we find

Gr̂r̂ = Rr̂r̂ − 1

2
R

= ∂2b

∂t2
+
(

∂b

∂t

)2

+ e−2b(t,r )

R

(
∂b

∂t

∂R

∂t
e2b(t,r ) − ∂2 R

∂r2
+ ∂R

∂r

∂b

∂r

)

−1

2

[
2
∂2b

∂t2
+ 2

(
∂b

∂t

)2

+ 2

R

∂2 R

∂t2
+ 2

e−2b(t,r )

R

(
∂b

∂t

∂R

∂t
e2b(t,r ) − ∂2 R

∂r2
+ ∂R

∂r

∂b

∂r

)]

= − 1

R

∂2 R

∂t2

Using (6.30) and (6.31), we obtain

G φ̂φ̂ = Rφ̂φ̂ − 1

2
R

= 1

R

∂2 R

∂t2
+ e−2b(t,r )

R

(
∂b

∂t

∂R

∂t
e2b(t,r ) − ∂2 R

∂r2
+ ∂R

∂r

∂b

∂r

)
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− 1

2

[
2
∂2b

∂t2
+ 2

(
∂b

∂t

)2

+ 2

R

∂2 R

∂t2
+ 2

e−2b(t,r )

R

(
∂b

∂t

∂R

∂t
e2b(t,r ) − ∂2 R

∂r2
+ ∂R

∂r

∂b

∂r

)]

= −∂2b

∂t2
−
(

∂b

∂t

)2

A similar exercise shows that the other nonzero components are

Gt̂t̂ = 1

R

∂b

∂t

∂R

∂t
− e−2b(t,r )

R

∂2 R

∂r2
+ e−2b(t,r )

R

∂R

∂r

∂b

∂r

Gt̂r̂ = e−b(t,r )

R

∂2 R

∂t ∂r
− e−b(t,r )

R

∂b

∂t

∂R

∂r

To write the components of the Einstein tensor in the coordinate basis,
we need to write down the transformation matrix �â

b. Using the metric
ds2 = −dt2 + e2b(t,r ) dr2 + R(t, r ) dφ2, this is easy enough:

�â
b =


−1 0 0

0 eb(t,r ) 0
0 0 R(t, r )


 (6.33)

The transformation is given by

Gab = �ĉ
a�

d̂
bGĉd̂ (6.34)

Note that the Einstein summation convention is being used on the right side of
(6.34). However, since (6.33) is diagonal, each expression will use only one term
from the sum. Considering each term in turn, using (6.33) and (6.34) we find

Gtt = �t̂
t�

t̂
t Gt̂ t̂ = (−1)(−1)Gt̂t̂

= Gt̂t̂ = e−2b(t,r )

R

(
∂b

∂t

∂ R

∂t
e2b(t,r ) − ∂2 R

∂r2
+ ∂ R

∂r

∂b

∂r

) (6.35)

Gtr = �t̂
t�

r̂
r Gt̂r̂

= (−1)(eb(t,r ))

(
e−b(t,r )

R

∂2 R

∂t ∂r
− e−b(t,r )

R

∂b

∂t

∂ R

∂r

)

= 1

R

(
∂b

∂t

∂ R

∂r
− ∂2 R

∂t ∂r

) (6.36)
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Grr = �r̂
r�

r̂
r Gr̂r̂

= −e2b(t,r )

R

∂2 R

∂t2

(6.37)

and finally

Gφφ = �φ̂
φ�φ̂

φG φ̂φ̂

= R2

[
−∂2b

∂t2
−
(

∂b

∂t

)2
]

= −R2

[
∂2b

∂t2
+
(

∂b

∂t

)2
]

(6.38)

EXAMPLE 6-4
Using the results of Example 6-2, use the Einstein equations with nonzero cosmo-
logical constant � < 0 to find the functional form of eb(t,r ) and R(t, r ).

SOLUTION 6-4
As stated earlier, the energy-momentum tensor for dust is given by Tab = ρuaub.
Since we are working in 2+1 dimensions, we will call ua the three velocity. It will
be easiest to work in the co-moving frame. In this case, the three velocity takes
on the simple form ua = (ut , ur , uφ

) = (1, 0, 0). We can also use the local flat
space metric

ηâb̂ =

−1 0 0

0 1 0
0 0 1


 (6.39)

Einstein’s equations can then be written as

Gâb̂ + �ηâb̂ = κTâb̂ (6.40)

where κ is a constant. Since we are taking � < 0, we will make this more explicit
by writing � = −λ2 for some λ2 > 0.

Earlier we found that Gr̂r̂ = − 1
R

∂2 R
∂t2 . Using ηr̂ r̂ = 1 and Tr̂r̂ = 0 with (6.40), we

find

∂2 R

∂t2
+ λ2 R = 0 (6.41)
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This well-known equation has the solution

R = A cos (λt) + B sin (λt)

where A = A (r ) and B = B (r ). Turning to G φ̂φ̂ , using ηφ̂φ̂ = 1 and Tφ̂φ̂ = 0, we
find

∂2b

∂t2
+
(

∂b

∂t

)2

+ λ2 = 0 (6.42)

To find a solution to this equation, we let f = eb(t,r ). Therefore

∂ f

∂t
= ∂b

∂t
eb

∂2 f

∂t2
= ∂

∂t

(
∂b

∂t
eb

)
= ∂2b

∂t2
eb +

(
∂b

∂t

)2

eb =
[

∂2b

∂t2
+
(

∂b

∂t

)2
]

f

And so we can write

∂2b

∂t2
+
(

∂b

∂t

)2

= 1

f

∂2 f

∂t2

and (6.42) becomes

∂2 f

∂t2
+ λ2 f = 0

Once again, we have a harmonic oscillator-type equation with solution

eb = C cos (λt) + D sin (λt) (6.43)

where, as in the previous case, the “constants” of integration are functions
of r .
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There are two more Einstein’s equations in this example that could be used for
further analysis. We simply state them here:

∂ R

∂r

∂b

∂t
− ∂2 R

∂t ∂r
= 0

e−2b(t,r )

R

(
∂b

∂t

∂ R

∂t
e2b(t,r ) − ∂2 R

∂r2
+ ∂ R

∂r

∂b

∂r

)
+ λ2 = κρ

Energy Conditions
Later, we will have use for the energy conditions. We state three of them here:

• The weak energy condition states that for any timelike vector ua ,
Tabuaub ≥ 0.

• The null energy condition states that for any null vector la , Tablalb ≥ 0.

• The strong energy condition states that for any timelike vector ua , Tabuaub ≥
1
2 T c

cudud .

Quiz
1. Using the Bianchi identities, ∇a Rdebc + ∇c Rdeab + ∇b Rdeca = 0, it can be

shown that the contracted Bianchi identities for the Einstein tensor are
(a) ∇b Rab = 0
(b) ∇bGab = −T ac

(c) ∇bGab = 0
(d) ∇bGab = κρ

2. Consider Example 6-2. Using Cartan’s equations
(a) Rφ̂

t̂ t̂ φ̂ = 1
R2

∂2 R
∂t2

(b) Rφ̂
t̂ t̂ φ̂ = 1

R
∂2 R
∂t2

(c) Rφ̂
t̂ t̂ φ̂ = − 1

R2
∂2 R
∂t2

3. The best statement of the strong equivalence principle is
(a) the laws of physics are the same in an accelerated reference frame and

in a uniform, static gravitational field



CHAPTER 6 The Einstein Field Equations 153

(b) tidal forces cannot be detected
(c) inertial and accelerated reference frames cannot be differentiated

4. The Einstein equations are
(a) ∇2φ = 4πGρ

(b) D2ηa

Dτ 2 = Ra
bcdubucηd

(c) ∇bT ab = 0

(d) Gab = κTab

Consider the following metric:

ds2 = −dt2 + L2(t, r ) dr2 + B2(t, r ) dφ2 + M2(t, r ) dz2

5. The Ricci rotation coefficient �t̂ r̂ r̂ is
(a) 1

L
∂L
∂t

(b) − 1
L

∂L
∂t

(c) 1
L2

∂L
∂t

(d) ∂ B
∂t

6. �r̂ φ̂φ̂ is given by

(a) 1
B

∂ B
∂t

(b) 1
M

∂ M
∂t

(c) − 1
L B

∂ B
∂r

(d) − 1
L B

∂ B
∂t

Taking Tt̂t̂ = ρ and setting the cosmological constant equal to zero, show
that the Einstein equation for Gt̂t̂ becomes

7. (a) − B ′′L−B ′L ′
BL3 − M ′′L−M ′L ′

ML3 − B ′ M ′
B M L2 + Ḃ L̇

BL + Ṁ L̇
ML + Ḃ Ṁ

B M = κρ

(b)
B ′′L−B ′L ′

BL3 − M ′′L−M ′L ′
ML3 = κρ

(c) − B ′′L−B ′L ′
BL3 − M ′′L−M ′L ′

ML3 − B ′ M ′
B ML2 + Ḃ L̇

BL BL + Ṁ L̇
ML + Ḃ Ṁ

B M = 0
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8. The Ricci scalar is given by

(a)

R = 2
L

∂2 L
∂t2 + 2

B
∂2 B
∂t2 + 2

M
∂2 M
∂t2 + 2

L B
∂L
∂t

∂ B
∂t + 2

L M
∂L
∂t

∂ M
∂t

+ 2
B M

∂ M
∂t

∂ B
∂t − 2

L2 B
∂2 B
∂r2 − 2

L2 M
∂2 M
∂r2 + 2

L3 B
∂L
∂r

∂ B
∂r

+ 2
L3 M

∂L
∂r

∂ M
∂r − 2

L2 B M
∂ B
∂r

∂ M
∂r

(b) R = 2
L

∂2 L
∂t2 + 2

B
∂2 B
∂t2 + 2

M
∂2 M
∂t2 + 2

L B
∂L
∂t

∂ B
∂t − 2

L M
∂L
∂t

∂ M
∂t

(c) R = 2
L2

∂2 L
∂t2 − 2

B
∂2 B
∂t2 + 2

M
∂2 M
∂t2 − 2

L B
∂L
∂t

∂ B
∂t − 2

L M
∂L
∂t

∂ M
∂t



7
CHAPTER

The Energy-
Momentum Tensor

In general relativity, the stress-energy or energy-momentum tensor T ab acts as
the source of the gravitational field. It is related to the Einstein tensor and hence
to the curvature of spacetime via the Einstein equation (with no cosmological
constant)

Gab = 8πGT ab

The components of the stress-energy tensor can be arranged into a matrix
with the property that T ab = T ba; i.e., the stress-energy tensor is symmetric.
In the following and throughout the book, we will use the terms stress-energy
tensor and energy-momentum interchangeably.

Let’s see how to describe each component of the energy-momentum tensor.
To understand the meaning of the component T ab, consider the surface defined
by constant xb. Then T ab is the flux or flow of the a component of momentum
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crossing the interface defined by constant xb. In this case we’re talking about
the momentum four vector, so if a = t then we are talking about the flow of
energy across a surface. Let’s describe each “type” of component we can have
in turn. These are T tt , T it , T ti , and T ij .

Energy Density
The T tt component represents energy density. To see why, consider the momen-
tum four vector such that �p = (E, �p). Using the definition we gave above, we
see that in this case T tt is the p0 component of the momentum four vector, or
simply the energy, crossing a surface of constant time. This is energy density.

In relativity, energy and mass are equivalent, and so we should really think
of this as the mass-energy density.

In most applications energy density is denoted by u; however, we don’t want to
confuse that with the four velocity and so we denote the density of mass-energy
by ρ. Therefore, for the stress-energy tensor, we can write

ρ = T tt

Momentum Density and Energy Flux
Momentum density is momentum per unit volume. If we call momentum density
π , then the momentum density in the idirection is

π i = T it

This is the flow of momentum crossing a surface of constant time.
Now consider T ti . This term (which is actually equal to T it since the

energy-momentum tensor is symmetric) represents the energy flow across the
surface xi .

Stress
The final piece of the stress-energy tensor is given by the purely spatial compo-
nents. These represent the flux of force per unit area—which is stress. We have

T ij
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“time–time” component =
energy density

“time–space” components =
             energy flux

spatial components
represent stress

“space–time” components
= momentum density

= T ab

Fig. 7-1. A schematic representation of the stress-energy tensor. T 00 is the energy
density. Terms of the form T 0j (where j is a spatial index) are energy flux. Terms with

T j0 are momentum density, while purely spatial components T ij are stress.

This term is the i th component of force per unit area (which is stress) across a
surface with normal direction given by the basis vector ej . Analogously, T ji is
the j th component of force per unit area across a surface with normal given by
the basis vector ei . Returning to the view of a tensor that maps vectors and one
forms to the real numbers, we obtain these components of the stress-energy
tensor by passing as argument the basis vectors; i.e.,

Tij = T
(
ei , e j

)
The organization of the components of the stress-energy tensor into a matrix

is shown schematically in Fig. 7-1. We will consider two types of stress-energy
tensor seen frequently in relativity: perfect fluids and dust.

Conservation Equations
Conservation equations can be derived from the stress-energy tensor using

∇bT ab = 0 (7.1)
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This equation means that energy and momentum are conserved. In a local frame,
this reduces to

∂T ab

∂xb
= 0 (7.2)

In the local frame, when the conservation law (7.2) is applied to the time coor-
dinate we obtain the familiar relation:

∂T 00

∂t
+ ∂T 0i

∂xi
= ∂T 00

∂t
+ ∂T 0i

∂xi
= ∂ε

∂t
+ ∇ · π = 0

which is the conservation of energy.

Dust
Later we will describe a perfect fluid which is characterized by pressure and
density. If we start with a perfect fluid but let the pressure go to zero, we
have dust. This is the simplest possible energy-momentum tensor that we can
have.

It might seem that dust is too simple to be of interest. However, consider that
the dust particles carry energy and momentum. The energy and momentum of
the moving dust particles give rise to a gravitational field.

In this case, there are only two quantities that can be used to describe the
matter field in the problem—the energy density—and how fast (and in what
direction) the dust is moving. The simplest way to obtain the first quantity, the
energy density, is to jump over to the co-moving frame. If you’re in the co-
moving frame, then you’re moving along with the dust particles. In that case
there is a number of dust particles per unit volume n, and each dust particle has
energy m. So the energy density is given by ρ = mn.

The second item of interest is none other than the velocity four vector �u. This
of course will give us the momentum carried by the dust. Generally speaking,
to get the stress-energy tensor for dust, we put this together with the energy
density. So for dust, the stress-energy tensor is given by

T ab = ρ uaub (7.3)

For a co-moving observer, the four velocity reduces to �u = (1, 0, 0, 0). In
this case, the stress-energy tensor takes on the remarkably simple form
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T ab =




ρ 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


 (7.4)

Now consider the case of a stationary observer seeing the dust particles go
by with four velocity �u. In that case, we have �u = (γ, γ ux , γ uy, γ uz) , where
the ui are the ordinary components of three velocity and γ = 1√

1−v2
. Looking

at (7.3), we see that in this case the stress-energy tensor is

T ab = ργ 2




1 ux uy uz

ux (ux )2 uxuy uxuz

uy uyux (uy)2 uyuz

uz uzux uzuy (uz)2


 (7.5)

EXAMPLE 7-1
Show that the conservation equations for the energy-momentum tensor in the
case of dust lead to the equation of continuity of a fluid.

SOLUTION 7-1
The conservation equation is given by

∂T ab

∂xb
= 0

Setting a = t, we obtain

∂T tb

∂xb
= ∂T tt

∂t
+ ∂T tx

∂x
+ ∂T ty

∂y
+ ∂T tz

∂z
= 0

Using (7.5), this becomes

∂T tt

∂t
+ ∂T tx

∂x
+ ∂T ty

∂y
+ ∂T tz

∂z
= ∂ρ

∂t
+ ∂ (ρux )

∂x
+ ∂ (ρuy)

∂y
+ ∂ (ρuz)

∂z

= ∂ρ

∂t
+ ∇ · (ρ�u)



160 CHAPTER 7 The Energy-Momentum Tensor

and so we have

∂ρ

∂t
+ ∇ · (ρ�u) = 0

where �u is the ordinary three-dimensional velocity. This is the equation of
continuity.

Perfect Fluids
A perfect fluid is a fluid that has no heat conduction or viscosity. As such the
fluid is characterized by its mass density ρ and the pressure P . The stress-energy
tensor that describes a perfect fluid in the local frame is

T ab =




ρ 0 0 0

0 P 0 0

0 0 P 0

0 0 0 P


 (7.6)

To find the form of the stress-energy tensor in a general frame, we first
consider the flat space of special relativity and boost to a frame of an observer
with four velocity �u. The stress-energy transforms to a general frame by

T a′b′ = �a′
c�

b′
d T cd (7.7)

However, we note that we can construct the most general form of the stress-
energy tensor from the four velocity �u, the metric tensor ηab along with ρ and
p. Furthermore, the tensor is symmetric. This tells us that the general form of
the stress energy tensor is

T ab = Auaub + Bηab (7.8)

where A and B are scalars. For this example, we assume that the metric is
ηab = diag (1, −1, −1, −1). Looking at (7.6), we notice that the only spatial
components are T ii = P . Another way to write this is

T ij = δi
j P (7.9)
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In the rest frame, we have u0 = 1 and all other components vanish. Therefore,
(7.8) takes the form

T ij = Bηij

Comparison with (7.9) leads us to take B = −P . Now we consider the time
component. In the local frame it is given by T 00 = ρ and so

T 00 = ρ = Au0u0 + Bη00 = Au0u0 − P = A − P

Therefore, we conclude that A = P + ρ and write the general form of the
stress-energy tensor for a perfect fluid in Minkowski spacetime as

T ab = (ρ + P) uaub − Pηab (7.10)

For any metric gab, this immediately generalizes to

T ab = (ρ + P) uaub − Pgab (7.11)

Note that the form of the stress-energy tensor in general will change if we take
ηab = diag (−1, 1, 1, 1). In that case the equations become

T ab = (ρ + P) uaub + Pηab

T ab = (ρ + P) uaub + Pgab
(7.12)

EXAMPLE 7-2
Consider the Robertson-Walker metric used in Example 5-3:

ds2 = −dt2 + a2(t)

1 − kr2
dr2 + a2(t)r2 dθ2 + a2(t)r2 sin2 θ dφ2

Suppose we take the Einstein equation with nonzero cosmological constant.
Find the Friedmann equations in this case.

SOLUTION 7-2
In the last chapter we found that in the local frame, the components of the
Einstein tensor for this metric were given by

Gt̂t̂ = 3

a2

(
k + ȧ2

)
Gr̂r̂ = G θ̂θ̂ = G φ̂φ̂ = −2

ä

a
− 1

a2

(
k + ȧ2

)
(7.13)
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In the local frame, the components of the stress-energy tensor are simply
given by (7.6), and so we have T âb̂ = diag (ρ, p, p, p). Now with nonzero
cosmological constant, the Einstein equation can be written as (using units with
c = G = 1)

Gab − �gab = 8πTab (7.14)

In the local frame, the way we have written the line element, we have ηâb̂ =
diag (−1, 1, 1, 1). We use this to lower the indices of the stress-energy tensor

Tâb̂ = ηâĉηb̂d̂ T ĉd̂ (7.15)

In this case, this is easy since everything is diagonal, and it turns out any minus
signs cancel. But you should be aware that in general you need to be careful
about raising and lowering the indices. Anyway, we obtain

Tâb̂ = diag (ρ, P, P, P) (7.16)

Putting this together with (7.14) and (7), we have

Gt̂t̂ − �ηt̂t̂ = 8πTt̂t̂

⇒ 3

a2

(
k + ȧ2

)+ � = 8πρ (7.17)

Since Gr̂r̂ = G θ̂θ̂ = G φ̂φ̂ and all of the spatial components of the stress-energy
tensor are also identical, we need consider only one case. We find that

Gr̂r̂ − �ηr̂r̂ = 8πTr̂r̂ (7.18)

⇒ 2
ä

a
+ 1

a2

(
k + ȧ2

)+ � = −8π P

Equations (7.17) and (7.18) are the Friedmann equations.
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Relativistic Effects on Number Density
We now take a slight digression to investigate the effects of motion on the density
of particles within the context of special relativity.

Consider a rectangular volume V containing a set of particles. We can define
a number density of particles which is simply the number of particles per unit
volume. If we call the total number of particles in the volume N , then the number
density is given by

n = N

V

In relativity, this is true only if we are in a frame that is at rest with respect
to the volume. If we are not, then length contraction effects will change the
number density that the observer sees. Suppose that we have two frames F and
F ′ in the standard configuration, with F ′ moving at velocity v along the x-axis.
The number of particles in the volume is a scalar, and so this does not change
when viewed from a different frame. However, length contraction along the
direction of motion means that the volume will change. In Fig. 7-2, we show
motion along the x-axis.

Lengths along the y and z axes are unchanged under a Lorentz transformation
under these conditions. If the volume of the box in a co-moving rest frame is V ,
then the volume of the box as seen by a stationary observer is

V ′ =
√

1 − v2V = 1

γ
V

Therefore, the number density in a volume moving at speed v as seen by a
stationary observer is given by

n′ = N

V ′ = γ n

EXAMPLE 7-3
Consider a box of particles. In the rest frame of the box, the volume V =
1 m3 and the total number of particles is N = 2.5 × 1025. Compare the number
density of particles in the rest frame of the box and in a rest frame where the
box has velocity v = 0.9. The box moves in the x-direction with respect to the
stationary observer.
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y

z

x

z'

x'

y'F F'

Fig. 7-2. A volume V, which we take in this example to be a rectangular box, is
shortened along the direction of motion by the length contraction effect. This will

change the number density of particles contained in V.

SOLUTION 7-3
In the rest frame of the box, the number density n = 2.5 × 1025 particles per
cubic meter. Now

γ = 1√
1 − v2

= 1√
1 − (0.9)2

≈ 2.29

A stationary observer who sees the box moving at velocity v sees the number
density of particles in the box as

n′ = γ n = (2.3)
(
2.5 × 1025

) = 5.75 × 1025

particles per cubic meter. Along the x-direction, the length of the box is

x = 1

γ
x ′ = 1

2.3
m ≈ 0.43 m

The total number of particles is the same as viewed from both frames.

More Complicated Fluids
The most general form that the stress-energy tensor can assume in the case of
a fluid is that for a “nonperfect” fluid that can have viscosity and shear. This is
beyond the scope of this book, but we will describe it here so that you will have
seen it before and can see how viscosity is handled. The stress-energy tensor in
this case is

T ab = ρ (1 + ε) uaub + (P − ζθ)hab − 2ησ ab + qaub + qbua
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The quantities defined here are as follows:

ε specific energy density of the fluid in its rest frame
P pressure
hab the spatial projection tensor, = uaub + gab

η shear viscosity
ζ bulk viscosity
θ expansion
σ ab shear tensor
qa energy flux vector

The expansion describes the divergence of the fluid worldliness. Therefore,
it is given by

θ = ∇aua

The shear tensor is

σ ab = 1

2

(∇cuahcb + ∇cubhca
)− 1

3
θhab

Quiz
1. The T tt component of the stress-energy tensor

(a) describes energy density
(b) vanishes in most cases
(c) represents conservation of momentum

2. The conservation equations are given by
(a) ∇bT ab = −ρ

(b) ∇bT ab = 0
(c) ∇bT ab = ρ

3. The Friedmann equations can be manipulated to obtain which of the
following relationships?

(a) d
dt

(
ρa3
)+ P d

dt

(
a3
) = 0

(b) ρ2 d
dt

(
a3
)+ P d

dt

(
a3
) = 0

(c) d
dt

(
ρa3
) = 0
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4. Using the correct result in Problem 3, if a3 is taken to be volume V and
E = ρa3, which of the following is found to be correct?
(a) dE + P dV = 0
(b) dE + T dS = 0
(c) dE − P dV = 0

5. Given a perfect fluid, we can write the spatial components of the stress-
energy tensor as
(a) T i j = δi

j P

(b) T i j = δi
jρ

(c) T i j = δi
j (P + ρ)
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CHAPTER

Killing Vectors

Introduction
We’ve all heard the modern physics mantra and it’s true: symmetries lead to
conservation laws. So one thing you might be wondering is how can we find
symmetries in relativity when the theory is so geometric? Geometrically speak-
ing, a symmetry is hiding somewhere when we find that the metric is the same
from point to point. Move from over here to over there, and the metric remains
the same. That’s a symmetry.

It turns out that there is a systematic way to tease out symmetries by finding
a special type of vector called a Killing vector. A Killing vector X satisfies
Killing’s equation, which is given in terms of covariant derivatives as

∇b Xa + ∇a Xb = 0 (8.1)

Note that this equation also holds for contravariant components; i.e., ∇b Xa +
∇a Xb = 0. Killing vectors are related to symmetries in the following way: if
X is a vector field and a set of points is displaced by Xa dxa and all distance
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relationships remain the same, then X is a Killing vector. This kind of distance
preserving mapping is called an isometry. In a nutshell, if you move along the
direction of a Killing vector, then the metric does not change. This is important
because as we’ll see in later chapters, this will lead us to conserved quantities.
A free particle moving in a direction where the metric does not change will not
feel any forces. This leads to momentum conservation. Specifically, if X is a
Killing vector, then

X · u = const
X · p = const

along a geodesic, where u is the particle four velocity and p is the particle four
momentum.

Killing’s equation can be expressed in terms of the Lie derivative of the metric
tensor, as we show in this example.

EXAMPLE 8-1
Show that if the Lie derivative of the metric tensor vanishes, then

LX gab = 0

This implies Killing’s equation for X , given in (8.1).

SOLUTION 8-1
The Lie derivative of the metric is

LX gab = Xc∂cgab + gcb∂a Xc + gac∂b Xc

Let’s recall the form of the covariant derivative. It’s given by

∇c Xa = ∂c Xa + �a
bc Xb (8.2)

Now, the covariant derivative of the metric tensor vanishes, ∇cgab = 0. The
covariant derivative of the metric tensor is given by ∇cgab = ∂cgab − �d

acgdb −
�d

bcgad . Since this vanishes, we can write

∂cgab = �d
acgdb + �d

bcgad
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Let’s use this to rewrite the Lie derivative of the metric tensor. We have

L X gab = Xc∂cgab + gcb∂a Xc + gac∂b Xc

= Xc
(
�d

acgdb + �d
bcgad

)+ gcb∂a Xc + gac∂b Xc

= gdb�
d

ac Xc + gad�
d

bc Xc + gcb∂a Xc + gac∂b Xc

Some manipulation can get this in the form we need to write down covariant
derivatives of X . Note that

∇b Xc = ∂b Xc + �c
bd Xd

In our expression we just derived for the Lie derivative the last term we
have is gac∂b Xc. Can we find the other term needed to write down a covariant
derivative? Yes, we can. Remember, a repeated index is a dummy index, and we
are free to call it whatever we want. Looking at the last line we got for the Lie
derivative, consider the second term

gad�
d

bc Xc

The indices c and d are repeated, so they are dummy indices. Let’s switch
them c ↔ d and rewrite this term as

gac�
c

bd Xd

First, let’s write down the result for the Lie derivative and rearrange the terms
so that they are in the order we want for a covariant derivative.

LX gab = gdb�
d

ac Xc + gad�
d

bc Xc + gcb ∂a Xc + gac ∂b Xc

= gac ∂b Xc + gdb�
d

ac Xc + gad�
d

bc Xc + gcb ∂a Xc

= gac ∂b Xc + gad�
d

bc Xc + gcb ∂a Xc + gdb�
d

ac Xc

At this point, we put in the change of indices we used on what is now the second
term in this expression.

LX gab = gac ∂b Xc + gad�
d

bc Xc + gcb ∂a Xc + gdb�
d

ac Xc

= gac ∂b Xc + gac�
c

bd Xd + gcb ∂a Xc + gdb�
d

ac Xc

= gac

(
∂b Xc + �c

bd Xd
)+ gcb ∂a Xc + gdb�

d
ac Xc

= gac∇b Xc + gcb ∂a Xc + gdb�
d

ac Xc
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Now we switch indices on the last term and get

L X gab = gac∇b Xc + gcb ∂a Xc + gdb�
d

ac Xc

= gac∇b Xc + gcb ∂a Xc + gcb�
c

ad Xd

= gac∇b Xc + gcb

(
∂a Xc + �c

ad Xd
)

= gac∇b Xc + gcb∇a Xc

Since the covariant derivative of the metric vanishes, we move the metric tensor
inside the derivative and lower indices. For the first term we find

gac∇b Xc = ∇b (gac Xc) = ∇b Xa

and for the second term we obtain

gcb∇a Xc = ∇a (gcb Xc) = ∇a Xb

Therefore, we have

LX gab = gac∇b Xc + gcb∇a Xc = ∇b Xa + ∇a Xb

Since we are given that L X gab = 0, this implies (8.1).
Often, we need to find the Killing vectors for a specific metric. We consider

an explicit example by finding the Killing vectors for the 2-sphere.

EXAMPLE 8-2
Use Killing’s equation to find the Killing vectors for the 2-sphere:

ds2 = a2 dθ2 + a2 sin2 θ dφ2

SOLUTION 8-2
Killing’s equation involves covariant derivatives. Therefore we need to recall
the affine connection for this metric. In an earlier chapter we found

�θ
θθ = �φ

θθ = �θ
φθ = �φ

φφ = 0

�φ
φθ = �φ

θφ = cot θ

�θ
φφ = − sin θ cos θ

Now, we recall that the covariant derivative is given by

∇b V a = ∂bVa − �c
ab Vc
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Starting with a = b = θ in Killing’s equation, we find

∇θ Xθ + ∇θ Xθ = 0

⇒ ∇θ Xθ = 0

Using the equation for the covariant derivative, and recalling the Einstein sum-
mation convention, we obtain

∇θ Xθ = ∂θ Xθ − �c
θθ Vc = ∂θ Xθ − �θ

θθ Vθ − �φ
θθ Vφ

Since �θ
θθ = �φ

θθ = 0, this reduces to the simple equation

∂θ Xθ = 0

More explicitly, we have

∂ Xθ

∂θ
= 0

Integrating, we find that the Xθ component of our Killing vector is some function
of the φ variable:

Xθ = f (φ) (8.3)

Next, we consider a = b = φ. Using Killing’s equation, we obtain

∇φ Xφ = 0

Working out the left-hand side by writing out the covariant derivative, we find

∇φ Xφ = ∂φ Xφ − �c
φφ = ∂φ Xφ − �θ

φφ Xθ − �φ
φφ Xφ

Now, �φ
φφ = 0 and �θ

φφ = − sin θ cos θ , and so using (8.3), this equation
becomes

∂ Xφ

∂φ
= −sin θ cos θ Xθ = −sin θ cos θ f (φ)
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Integrating, we obtain

Xφ = −sin θ cos θ

∫
f (φ′) dφ′ + g (θ ) (8.4)

Now, returning to Killing’s equation, by setting a = θ and b = φ, we have
the last equation for this geometry, namely

∇θ Xφ + ∇φ Xθ = 0

Let’s write down each term separately. The first term is

∇θ Xφ = ∂θ Xφ − �c
φθ Xc = ∂θ Xφ − �θ

φθ Xθ − �φ
φθ Xφ

Looking at the Christoffel symbols, we see that this leads to

∇θ Xφ = ∂θ Xφ − cot θ Xφ

Now we consider the second term in ∇θ Xφ + ∇φ Xθ = 0. We obtain

∇φ Xθ = ∂φ Xθ − �c
θφ Xc = ∂φ Xθ − �θ

θφ Xθ − �φ
θφ Xφ = ∂φ Xθ − cot θ Xφ

and so, the equation ∇θ Xφ + ∇φ Xθ = 0 becomes

∂θ Xφ + ∂φ Xθ − 2 cot θ Xφ = 0

⇒ ∂θ Xφ + ∂φ Xθ = 2 cot θ Xφ

(8.5)

We can refine this equation further using our previous results. Using (8.3) to-
gether with (8.4), we find

∂θ Xφ = ∂θ

[
sin θ cos θ

∫
f (φ′) dφ′ + g (θ)

]

= (sin2 θ − cos2 θ )
∫

f
(
φ′) dφ′ + ∂θ g(θ )

We also have

∂φ Xθ = ∂φ f (φ)
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Now, we can put all this together and obtain a solution. Adding these terms
together, we get

∂θ Xφ + ∂φ Xθ = (sin2 θ − cos2 θ)
∫

f (φ′) dφ′ + ∂θ g (θ ) + ∂φ f (φ)

Next we want to set this equal to the right-hand side of (8.5). But let’s work
on that a little bit. We get

2 cot θ Xφ = 2 cot θ

[
− sin θ cos θ

∫
f
(
φ′) dφ′ + g (θ )

]

Now we know that

cot θ (sin θ cos θ ) = cos θ

sin θ
(sin θ cos θ ) = cos2 θ

Therefore, we can write

2 cot θ Xφ = −2 cos2 θ

∫
f (φ′) dφ′ + 2 cot θg(θ)

Finally, we equate both sides of (8.5) and we have

(sin2 θ − cos2 θ )
∫

f (φ′) dφ′ + ∂θ g(θ ) + ∂φ f (φ)

= −2 cos2 θ

∫
f
(
φ′) dφ′ + 2 cot θg (θ )

Our goal is to get all θ terms on one side and all φ terms on the other. We can
do this by adding 2 cos2 θ

∫
f (φ′) dφ′ to both sides and then move the ∂θ g (θ )

on the left-hand side over to the right. When we do this, we get this equation

∫
f (φ′) dφ′+ ∂φ f (φ) = 2 cot θg (θ ) − ∂θ g (θ )

If you think back to your studies of partial differential equations, the kind
where you used separation of variables, you will recall that when you have an
equation in one variable equal to an equation in another variable, they must both
be constant. So we will do that here. Let’s call that constant k. Looking at the θ



174 CHAPTER 8 Killing Vectors

equation, we have

∂θ g (θ ) − 2 cot θg (θ ) = −k

We multiplied through by −1 so that the derivative term would be positive. We
can solve this kind of equation using the integrating factor method. Let’s quickly
review what that is. Consider your basic differential equation of the form

dy

dt
+ p (t) y = r (t)

First, we integrate the multiplying term p(t):

p (t) =
∫

p(s) ds

Then we can solve the ordinary differential equation by writing

y (t) = e−p(t)
∫

ep(s)r (s) ds + Ce−p(t)

Here C is our constant of integration. Looking at our equation ∂θ g (θ ) −
2 cot θg (θ) = −k, we make the following identifications. We set p (θ ) =
−2 cot θ and r (θ ) = −k. First, we integrate p:

p (θ ) =
∫

−2 cot θ dθ = −2
∫

cos θ

sin θ
dθ = −2 ln (sin θ )

Now let’s plug this into the exponential and we get

e−p(θ ) = e2 ln(sin θ ) = eln(sin2 θ) = sin2 θ

From this we deduce that ep(θ ) = 1
sin2 θ

. Now we can use the integrating factor
formula to write down a solution for the function g. The formula together with
what we’ve just found gives us

g (θ ) = sin2 θ

∫
(−k)

sin2 t
dt + C sin2 θ

In this case, t is just a dummy variable of integration. When we integrate we
will write the functions in terms of the θ variable. It’s the easiest to look up the
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integral in a table or use a program like Mathematica, and if you can’t remember
you’ll find out that

∫
1

sin2 t
dt = −cot θ

and so, we get the following:

g (θ ) = sin2 θ

∫
(−k)

sin2 t
dt + C sin2 θ = sin2 θ k cot θ + C sin2 θ

= sin2 θ (k cot θ + C)

The final piece is to get a solution for the φ term. Earlier, we had∫
f (φ′) dφ′+ ∂φ f (φ) = 2 cot θg (θ ) − ∂θ g (θ ) and we decided to set this equal

to some constant that we called k. So looking at the φ piece, we obtain

∫
f (φ′)dφ′+ ∂φ f (φ) = k

Getting a solution to this one is easy. Let’s differentiate it. That will get us rid
of the integral and turn the constant to zero, giving us the familiar equation

d2 f

dφ2
+ f (φ) = 0

This is a familiar equation to most of us, and we know that the solution is
given in terms of trignometric functions. More specifically, we have f (φ) =
A cos φ + B sin φ. We quickly see that ∂φ f = −A sin φ + B cos φ. Even better,
we can explicitly calculate the integral that has been hanging around since we
started this example. We get the following:

∫
f
(
φ′) dφ′ =

∫
(A cos φ′ + B sin φ′) dφ′ = A sin φ − B cos φ

This is a really nice result. Remember, we had defined the constant k in the
following way:

∫
f (φ′) dφ′+ ∂φ f (φ) = k
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What this tells us is that the constant k must be zero. Using what we have just
found, we have

∫
f
(
φ′) dφ′+ ∂φ f (φ) = A sin φ − B cos φ − A sin φ + B cos φ = 0

This is a real headache, but we’re almost done. Remember, for our θ function
we found

g (θ ) = sin2 θ (k cot θ + C)

Since k = 0, we obtain the simple result

g (θ ) = C sin2 θ

Finally, at this point we have all the pieces we need to write down our Killing
vector. Looking at (8.3), we recall that we had Xθ = f (φ). With the results
we’ve obtained, we have

Xθ = A cos φ + B sin φ

In (8.4) we determined that

Xφ = − sin θ cos θ

∫
f (φ′) dφ′ + g (θ )

And using the results we’ve obtained, we get the final form for this component
of the vector:

Xφ = − sin θ cos θ (A sin φ − B cos φ) + C sin2 θ

The contravariant components of the Killing vector can be found by raising
indices with the metric. It turns out that

X θ = Xθ

and

sin2 θ Xφ = Xφ
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It is going to turn out that for the 2-sphere, we are going to be able to write
this Killing vector in terms of the angular momentum operators. Let’s start by
writing the entire vector out instead of individual components, and then do some
algebraic manipulation:

X = X θ∂θ + Xφ∂φ

= (A cos φ + B sin φ) ∂θ + [C − cot θ (A sin φ − B cos φ)] ∂φ

= A cos φ ∂θ − A cot θ sin φ ∂φ + B sin φ ∂θ + A cot θ cos φ ∂φ + C∂φ

= −ALx + BL y + CLz

where the angular momentum operators are given by

Lx = −cos φ
∂

∂θ
+ cot θ sin φ

∂

∂φ

L y = sin φ
∂

∂θ
+ cot θ cos φ

∂

∂φ

Lz = ∂

∂φ

Derivatives of Killing Vectors
We can differentiate Killing vectors to obtain some useful relations between
Killing vectors and the components of the Einstein equation. For the Riemann
tensor, we have

∇c∇b Xa = Ra
bcd Xd (8.6)

The Ricci tensor can be related to Killing vectors via

∇b∇a Xb = Rac Xc (8.7)

For the Ricci scalar, we have

Xa∇a R = 0 (8.8)
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Constructing a Conserved Current
with Killing Vectors

Let X be a Killing vector and T be the stress-energy tensor. Let’s define the
following quantity as a current:

J a = T ab Xb

We can compute the covariant derivative of this quantity. We have

∇a J a = ∇a(T ab Xb) = (∇aT ab)Xb + T ab(∇a Xb)

The stress-energy tensor is conserved; therefore, ∇cT ab = 0 and we are left
with

∇a J a = T ab (∇a Xb)

Since the stress-energy tensor is symmetric, the symmetry of its indices allows
us to write

∇a J a = T ab(∇a Xb) = 1

2
(T ab∇a Xb + T ba∇b Xa)

= 1

2
T ab (∇a Xb + ∇b Xa) = 0

Therefore, J is a conserved current.

Quiz
1. Killing’s equation is given by

(a) ∇b Xa − ∇a Xb = 0
(b) ∇b Xa = 0
(c) ∇b Xa + ∇a Xb = Gab

(d) ∇b Xa + ∇a Xb = 0

2. Given a Killing vector X , the Riemann tensor satisfies
(a) ∇c∇b Xa = −Ra

bcd Xd
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(b) ∇c∇b Xa = Ra
bcd Xd

(c) ∇c∇b Xa = Ra
bcd Xd − Ra

bcd Xb

3. Given a Killing vector X , the Ricci scalar satisfies
(a) Xa∇a R = 0
(b) Xa∇a R = −R
(c) Xa∇a R = Ra

a



9
CHAPTER

Null Tetrads and the
Petrov Classification

There is a viewpoint that the most fundamental entities that can be used to de-
scribe the structure of spacetime are light cones. After all, a light cone divides
past and future, and in doing so defines which events are or can be causally
related to one another. The light cone defines where in spacetime a parti-
cle with mass can move—nothing moves faster than the speed of light (see
Fig. 9-1). We begin by reviewing a few concepts you’ve already seen. While
they may already be familiar, they are important enough to be reviewed once
again.

As described in Chapter 1, we can plot events in spacetime using a spacetime
diagram. One or two spatial dimensions are suppressed, allowing us to represent
space and time together graphically. By defining the speed of light c = 1, light
rays move on 45◦ lines that define a cone. This light cone defines the structure
of spacetime for some event E that we have placed at the origin in the following
way.

180
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Time

Space

Particle motion
permitted along
curves inside
light cone

Event E at the origin

Only events in the past
light cone of E can
affect it

Elsewhere Region A

Elsewhere Region B

The Past

Future

Light rays move on
paths that are the
diagonals defining the
cone

Fig. 9-1. The essence of spacetime structure is well described by the light cone, shown
here with only one spatial dimension. Time is on the vertical axis. Particles with mass

can move only on paths inside the light cone.

Events in the past that are causally related to E are found in the lower light
cone where t < 0 in the diagram. Events that can be affected by E are inside
the future light cone where t > 0. No object or particle with mass can move
faster than the speed of light, so the motion of any massive particle is restricted
to be inside the light cone.

In the diagram we have defined the two regions that are outside the light cone,
regions A and B, as elsewhere. These regions are causally separated from each
other. No event from region A can impact an event in region B because travel
faster than the speed of light would be necessary for that to occur. This is all
taking place in perfectly flat space, where light travels on straight lines.

Gravity manifests itself in the curvature of spacetime. As we will see when
we examine the Schwarzschild solution in detail, gravity bends light rays. In a
gravitational field, light no longer travels on perfectly straight lines. The more
curvature there is, the more pronounced is the effect.

A remarkable consequence of this fact is that in strong gravitational fields,
light cones begin to tip over. Inside a black hole we find the singularity, a point
where the curvature of spacetime becomes infinite. As light cones get closer to
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x

t

t̂  − x̂
t̂  + x̂

Fig. 9-2. Two null vectors pointing along the direction of light rays moving
along x̂ and −x̂ .

the singularity, the more they tip over. The future of any light cone is directed at
the singularity. No matter what you do, if that’s where you are, you are heading
toward the singularity.

We will have more to say about this when we cover black holes in detail.
The point of discussion right now is that the light cones themselves reveal the
structure of spacetime. It was this notion that led Roger Penrose to consider a
new way of doing relativity by introducing the null tetrad. This approach will
be very useful in the study of black holes and also in the study of gravity waves,
where gravitational disturbances propagate at the speed of light (and hence null
vectors will be an appropriate tool).

The basic idea is the following: We would like to construct basis vectors
that describe light rays moving in some direction. To simplify matters, for the
moment consider the flat space of special relativity. Two vectors that describe
light rays moving along x̂ and −x̂ are t̂ + x̂ and t̂ − x̂ . These vectors are null,
meaning that their lengths as defined by the dot product are zero. In order to
have a basis for four-dimensional space, we need two more linearly independent
vectors; this can be done by constructing them from the other spatial coordinates
ŷ ± i ẑ.

Null Vectors
We have already seen how the introduction of an orthonormal basis can greatly
simplify calculations and focus more on the geometry rather than being con-
strained to coordinates. In this chapter we will take that procedure a step further.
As we mentioned in the last section, Penrose felt that the principal element of
spacetime structure is the light cone. This consideration led him to introduce a
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set of null vectors to use as a tetrad basis (tetrad referring to the fact we have
four basis vectors).

We recall from our studies in special relativity that an interval is lightlike if
(�s)2 = 0, meaning that there is an equality of time and distance. We can carry
this notion over to a vector by using its inner product to consider its length. A
null vector �v is one such that �v · �v = 0.

EXAMPLE 9-1
Classify the following vectors as timelike, spacelike, or null:

Aa = (−1, 4, 0, 1) , Ba = (2, 0, −1, 1) , Ca = (2, 0, −2, 0)

SOLUTION 9-1
The Minkowski metric is

ηab = diag(1, −1, −1, −1)

Lowering indices for each vector, we have

Aa = ηab Ab

⇒ A0 = η00 A0 = (+1)(−1) = −1

A1 = η11 A1 = (−1)(4) = −4

A2 = η22 A2 = (−1)(0) = 0

A3 = η33 A3 = (−1)(1) = −1

⇒ Aa = (−1, −4, 0, −1)

Applying a similar procedure to the other vectors gives

Ba = (2, 0, 1, −1) and Ca = (2, 0, 2, 0)

Computing the dot products �A · �A, �B · �B, and �C · �C , we find

Aa Aa = (−1)(−1) + (−4)(4) + 0 + (−1)(1) = 1 − 16 − 1 = −16

Since Aa Aa < 0, with the convention we have used with the metric, �A is space-
like. For the next vector, we find

Ba Ba = (2)(2) + 0 + (1)(−1) + (−1)(1) = 4 − 1 − 1 = 2
⇒ Ba Ba > 0
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Therefore �B is timelike. For the last vector, we have

CaCa = (2)(2) + 0 + (2)(−2) + 0 = 4 − 4 = 0

Since CaCa = 0, this is a null vector.

A Null Tetrad
Now that we’ve reminded ourselves about null vectors in Minkowski space, let’s
move on to the topic of this chapter. We begin by introducing a tetrad or set
of four basis vectors that are labeled by l, n, m, and m. In a departure from
what you’re used to in defining basis vectors, we allow two of these vectors to
be complex. Specifically,

l, n are real
m, m are complex (9.1)

As the notation makes obvious, m and m are complex conjugates of one
another. The second important observation is that these basis vectors are null
vectors with respect to the Minkowski metric. Based on our quick review in the
last section, this means that

l · l = n · n = m · m = m · m = 0 (9.2)

or for example we can write ηablalb = 0. In addition, these vectors satisfy a
set of orthogonality relations that hold for inner products between a real and a
complex vector:

l · m = l · m = n · m = n · m = 0 (9.3)

We need two more pieces of information to characterize the tetrad. The first
is we specify that the two real vectors satisfy

l · n = 1 (9.4)

and finally, the complex vectors satisfy

m · m = −1 (9.5)
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BUILDING THE NULL TETRAD
It turns out that a null tetrad can be constructed rather easily with what we
already know. We can do it using the basis of orthonormal one forms ωâ . First
we state some relationships and then write down a matrix that will transform
the ωâ into a null tetrad.

Suppose that for a given spacetime we have defined an orthonormal tetrad as
follows:

va timelike vector
i a, j a, ka spacelike vectors

We can then construct the null tetrad using a simple recipe. The two real vectors
are given by

la = va + i a

√
2

and na = va − i a

√
2

(9.6)

while the two complex vectors can be constructed using

ma = j a + ika

√
2

and m a = j a − ika

√
2

(9.7)

EXAMPLE 9-2
Show that the definition given in (9.6) leads to ηablalb = 0 and ηablanb = 1.

SOLUTION 9-2
The vectors va, i a, j a, and ka form an orthonormal tetrad. Since va is time-
like, we have ηabvavb = +1, while i a being spacelike satisfies ηabiaib = −1.

Orthonormality also tells us that �v · �i = 0. Proceeding with this knowledge,
we have

ηabl
alb = ηab

(
va + i a

√
2

)(
vb + i b

√
2

)
= 1

2
ηab

(
vavb + vaib + i avb + i ai b

)

= 1

2
(1 + 0 + 0 − 1) = 0

In the second case, we have

ηabl
anb = ηab

(
va + i a

√
2

)(
vb − i b

√
2

)
= 1

2
ηab

(
vavb − vaib + i avb − i ai b

)

= 1

2
(1 + 0 + 0 + 1) = 1
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Now let’s see how to construct the null tetrad in a few specific cases. Two
relations that are helpful if you are using the metric in a coordinate basis as
components gab relate the null tetrad to the components of the metric tensor as

gab = lanb + lbna − mamb − mbma (9.8)

gab = lanb + lbna − mamb − mbma (9.9)

If we are using an orthonormal tetrad, which is the preferred method of this
book, then we can relate the two bases in the following way:




l
n
m
m


 = 1√

2




1 1 0 0
1 −1 0 0
0 0 1 i
0 0 1 −i






ω0̂

ω1̂

ω2̂

ω3̂


 (9.10)

EXAMPLE 9-3
Consider the flat space Minkowski metric, written in spherical polar coordinates:

ds2 = dt2 − dr2 − r2 dθ2 − r2 sin2 θ dφ2

Construct a null tetrad for this metric.

SOLUTION 9-3
Writing down the components of the metric, we have

gab =




1 0 0 0
0 −1 0 0
0 0 −r2 0
0 0 0 −r2 sin2 θ


 (9.11)

Referring back to Chapter 5, we can write down the orthonormal basis one
forms. These are

ωt̂ = dt, ωr̂ = dr, ωθ̂ = r dθ, ωφ̂ = r sin θ dφ

Applying (9.10), we have the following relations:

l = ωt̂ + ωr̂

√
2

= dt + dr√
2
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n = ωt̂ − ωr̂

√
2

= dt − dr√
2

m = ωθ̂ + iωφ̂

√
2

= r dθ + ir sin θ dφ√
2

m = ωθ̂ − iωφ̂

√
2

= r dθ − ir sin θ dφ√
2

In many cases, you will see the vectors written in terms of components with
respect to the coordinate basis, i.e., va = (v0, v1, v2, v3

)
or in this case va =(

vt , vr , vθ , vφ
)

or va = (vt , vr , vθ , vφ

)
. Using this notation, we have

la = 1√
2

(1, 1, 0, 0) , na = 1√
2

(1, −1, 0, 0)

ma = 1√
2

(0, 0, r, ir sin θ ) , ma = 1√
2

(0, 0, r, − ir sin θ)

With this in mind, let’s verify (9.8). Starting with gtt in (9.11), we have

gtt = lt nt + lt nt − mt mt − mt mt =
(

1√
2

)(
1√
2

)
+
(

1√
2

)(
1√
2

)

= 1

2
+ 1

2
= 1

Moving on, we find

grr = lr nr + lr nr − mr mr − mr mr =
(

1√
2

)(
− 1√

2

)
+
(

1√
2

)(
− 1√

2

)

= −1

2
− 1

2
= −1

gθθ = lθnθ + lθnθ − mθmθ − mθmθ = −
(

r√
2

)(
r√
2

)
−
(

r√
2

)(
r√
2

)

= −r2

2
− r2

2
= −r2
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gφφ = lφnφ + lφnφ − mφmφ − mφmφ = −2

(
ir sin θ√

2

)(
− ir sin θ√

2

)

= r2 sin2 θ

We can raise and lower the indices of the null tetrad using the metric gab. To
see this, we use (9.9) together with the inner product relations defined in (9.2),
(9.3), (9.4), and (9.5). Let’s consider one case. We have

gab = lanb + lbna − ma mb − mb ma

What we would like is that la = gablb. So let’s just put it there on both sides:

gablb = lanblb + lbnalb − ma mblb − mb malb

Now we rearrange terms a bit and use the fact that A · B = Ab Bb to write

gablb = lanblb + nalblb − ma mblb − mamblb

= la (l · n) + na (l · l) − ma (m · l) − ma (m · l)

The inner product relations tell us the only term that survives is l · n = 1. There-
fore, we obtain the desired result la = gablb.

EXAMPLE 9-4
Using gab, find la, na, and ma , and verify the inner product relations given in
(9.2), (9.4), and (9.5).

SOLUTION 9-4
Now the metric with raised indices is given by

gab =




1 0 0 0
0 −1 0 0
0 0 − 1

r2 0
0 0 0 − 1

r2 sin2 θ




We can proceed in the usual way. For la = gablb and la = 1√
2

(1, 1, 0, 0), we
have

lt = gtt

(
1√
2

)
= (+1)

(
1√
2

)
= 1√

2
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lr = grr

(
1√
2

)
= (−1)

(
1√
2

)
= − 1√

2

⇒ la = 1√
2

(1, −1, 0, 0)

Therefore, we have

l · l = lala =
(

1√
2

)(
1√
2

)
+
(

− 1√
2

)(
1√
2

)
= 1

2
− 1

2
= 0

For na = 1√
2

(1, −1, 0, 0), we obtain

nt = gtt

(
1√
2

)
= (+1)

(
1√
2

)
= 1√

2

nr = grr

(
− 1√

2

)
= (−1)

(
− 1√

2

)
= 1√

2

⇒ na = 1√
2

(1, 1, 0, 0)

And so we have n · n = nana =
(

1√
2

) (
1√
2

)
+
(

1√
2

) (
− 1√

2

)
= 1

2 − 1
2 = 0.

Now we compute

l · n = lana =
(

1√
2

)(
1√
2

)
+
(

− 1√
2

)(
− 1√

2

)
= 1

2
+ 1

2
= 1

So far, so good. Now let’s check the complex basis vectors. For ma we find

mθ = gθθmθ =
(

− 1

r2

)(
r√
2

)
= − 1√

2r

mφ = gφφmφ =
(

− 1

r2 sin2 θ

)(
ir sin θ√

2

)
= − i√

2r sin θ

⇒ ma = 1√
2

(0, 0, −1/r, −i/r sin θ )
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and so we have

m · m = mama = 1

2

[(
−1

r

)
(r ) +

(
− i

r sin θ

)
(−ir sin θ )

]
= 1

2
(−1 − 1)

= −1

And so we see, everything works out as expected.

CONSTRUCTING A FRAME METRIC USING
THE NULL TETRAD
We can construct a frame metric νâb̂ using the null tetrad. The elements of
νâb̂ = eâ · eb̂, and so we make the following designations:

e0̂ = l, e1̂ = n, e2̂ = m, e3̂ = m

Using the orthogonality relations together with (9.4) and (9.5), it is easy to see
that

vâb̂ = vâb̂ =




0 1 0 0
1 0 0 0
0 0 0 −1
0 0 −1 0


 (9.12)

Extending the Formalism
We are now going to introduce a new notation and method for calculation of
the curvature tensor and related quantities, the Newman-Penrose formalism.
This formalism takes advantage of null vectors and uses them to calculate
components of the curvature tensor directly, allowing us to extract several useful
pieces of information about a given spacetime. We will also be able to tie it
together with a classification scheme called the Petrov classification that proves
to be very useful in the study of black holes and gravitational radiation.

First let’s introduce some notation. As a set of basis vectors, the null tetrad
can be considered as directional derivatives. Therefore, we define the following:

D = la∇a, � = na∇a, δ = ma∇a, δ∗ = ma∇a (9.13)
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Next we will define a set of symbols called the spin coefficients. These scalars
(which can be complex) can be defined in two ways. The first is to write them
down in terms of the Ricci rotation coefficients.

π = �130, ν = �131, λ = �133, µ = �132

τ = �201, σ = �202, κ = �200, ρ = �203

(9.14)ε = 1

2
(�100 + �230) , γ = 1

2
(�101 + �231)

α = 1

2
(�103 + �233) , β = 1

2
(�102 + �232)

Better yet, these coefficients can also be defined directly in terms of the null
tetrad:

π = −∇bnamalb, ν = −∇bnamanb, λ = −∇bnamamb,

µ = −∇bnamamb

τ = ∇blamanb, σ = ∇blamamb, κ = ∇blamalb, ρ = ∇blamamb

ε = 1

2

(∇blanalb − ∇bmamalb
)
, γ = 1

2

(∇blananb − ∇bmamanb
)

(9.15)

α = 1

2

(∇blanamb − ∇bmamamb
)
, β = 1

2

(∇blanamb − ∇bmamamb
)

In the usual course of business after finding the Ricci rotation coefficients
(or Christoffel symbols in a coordinate basis) we tackle the problem of finding
the curvature tensor. We will take the same approach here, so once we have the
spin coefficients in hand we can obtain components of the Ricci and curvature
tensors. However, in the Newman-Penrose formalism, we will be focusing on
the Weyl tensor. We recall the definition from Chapter 4.

In a coordinate basis, we defined the Weyl tensor in terms of the curvature
tensor as

Cabcd = Rabcd + 1

2
(gad Rcb + gbc Rda − gac Rdb − gbd Rca)

+ 1

6
(gacgdb − gad gcb) R
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The Weyl tensor has 10 independent components that we will represent with
scalars. These can be referred to as Weyl scalars and are given by

�0 = −Cabcdlamblcmd (9.16)

�1 = −Cabcdlanblcmd (9.17)

�2 = −Cabcdlambmcnd (9.18)

�3 = −Cabcdlanbmcnd (9.19)

�4 = −Cabcdnambncmd (9.20)

In addition, we have the following relations:

C0101 = C2323 = − (�1 + �∗
2

)
C0123 = �2 − �∗

2

(9.21)

Lastly, we develop some notation to represent the Ricci tensor by a set of
scalars. This requires four real scalars and three complex ones. These are

�00 = −1

2
Rabl

alb, �01 = −1

2
Rabl

amb, �02 = −1

2
Rabm

amb

�11 = −1

4
Rab

(
lanb + mamb

)
, �12 = −1

2
Rabn

amb, (9.22)

�22 = −1

2
Rabn

anb

� = 1

24
R

While we could go about finding Rab and the components of the Weyl tensor
and then using them to calculate the scalars, that would miss the point. We
want to avoid using those other quantities and calculate everything from the
null vectors directly. It won’t come as much of a surprise that there is a way
to do it. First we calculate the spin coefficients directly from the null tetrad
using (9.15). The next step relies on a monstrous looking set of equations called
the Newman-Penrose identities. These threatening equations use the directional
derivatives (9.13) applied to the spin coefficients to obtain the Weyl and Ricci
scalars.
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There are 18 identities in all, so we won’t state them all here. Instead we will
list 2 that will be useful for a calculation in the next example. This will be enough
to communicate the flavor of the method. The reader who is interested in un-
derstanding the method in detail can consult Griffiths (1991) or Chandrasekhar
(1992).

Two equations that will be of use to us in calculating the Weyl scalars and
Ricci scalars are

�λ − δν = −λ (µ + µ) − λ (3γ − γ ) + ν
(
3α + β + π − τ

)− �4 (9.23)

δν − �µ = µ2 + λλ + µ (γ + γ ) − νπ + ν (τ − 3β − α) + �22 (9.24)

Before we work an example, let’s take a moment to discuss some physical
interpretation of these definitions.

Physical Interpretation and
the Petrov Classification

In vacuum, the curvature tensor and the Weyl tensor coincide. Therefore, in
many cases we need to study only the Weyl tensor. The Petrov classification,
which describes the algebraic symmetries of the Weyl tensor, can be very useful
in light of these considerations. To understand the meaning of the classifications,
think in terms of matrices and eigenvectors. The eigenvectors of a matrix can
be degenerate and occur in multiplicities. The same thing happens here and the
Weyl tensor has a set of “eigenbivectors” that can occur in multiplicities. An
eigenbivector satisfies

1

2
Cab

cd V cd = αV ab

where α is a scalar. For mathematical reasons, which are beyond the scope
of our present investigation, the Weyl tensor can have at most four distinct
eigenbivectors.

Physically, the Petrov classification is a way to characterize a spacetime by
the number of principal null directions it admits. The multiplicities of the eigen-
bivectors correspond to the number of principal null directions. If an eigenbivec-
tor is unique, we will call it simple. We will refer to the other eigenbivectors
(and therefore the null directions) by the number of times they are repeated. If



194 CHAPTER 9 Null Tetrads and the Petrov

we say that there is a triple null direction, this means that three null directions
coincide.

There are six basic types by which a spacetime can be classified in the Petrov
scheme which we now summarize:

Type I. All four principal null directions are distinct (there are four simple
principal null directions). This is also known as an algebraically general space-
time. The remaining types are known as algebraically special.

Type II. There are two simple null directions and one double null direction.

Type III. There is a single distinct null direction and a triple null direction.
This type corresponds to longitudinal gravity waves with shear due to tidal
effects.

Type D. There are two double principal null directions.

The Petrov type D is associated with the gravitational field of a star or black
hole (Schwarzschild or Kerr vacuum). The two principal null directions corre-
spond to ingoing and outgoing congruences of light rays.

Type N. There is a single principal null direction of multiplicity 4. This cor-
responds to transverse gravity waves.

Type O. The Weyl tensor vanishes and the spacetime is conformally flat.

We can learn about the principal null directions and the number of times they
are repeated by examining �A. There are three situations of note:

1. A principal null direction is repeated two times: The nonzero components
of the Weyl tensor are �2, �3, and �4.

2. A principal null direction is repeated three times (Type III): The nonzero
components of the Weyl tensor are �3 and �4.

3. A principal null direction is repeated four times (Type N): The nonzero
component of the Weyl tensor is �4.

Vanishing components of the Weyl tensor also tell us about the null vec-
tors la and na . For example, if �0 = 0 then la is parallel with the principal
null directions, while if �4 = 0 then na is parallel with the principal null
directions. If �0 = �1 = 0 then la is aligned with repeated principal null
directions.
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In the context of gravitational radiation, we have the following interpretations:

�0 transverse wave component in the na direction
�1 longitudinal wave component in the na direction
�3 transverse wave component in the la direction
�4 longitudinal wave component in the la direction

Finally, we mention the physical meaning of some of the spin coefficients.
First we consider a congruence of null rays defined by la:

κ = 0 la is tangent to a null congruence
−Re (ρ) expansion of a null congruence (rays are diverging)
Im (ρ) twist of a null congruence
|σ | shear of a null congruence

For a congruence defined by na , these definitions hold for −ν, −µ, and −λ.

EXAMPLE 9-5
Consider the Brinkmann metric that describes plane gravitational waves:

ds2 = H (u, x, y) du2 + 2 du dv − dx2 − dy2

Find the nonzero Weyl scalars and components of the Ricci tensor, and interpret
them.

SOLUTION 9-5
One can calculate these quantities by defining a basis of orthonormal one forms
and proceeding with the usual methods, and then using (9.22) and related equa-
tions to calculate the desired quantities directly. However, we will take a new
approach and use the Newman-Penrose identities to calculate the Ricci and
Weyl scalars directly from the null tetrad.

The coordinates are (u, v, x, y) where u and v are null coordinates. Specif-
ically, u = t − x and v = t + x . The vector ∂v defines the direction of propa-
gation of the wave. Therefore, it is convenient to take

la = (0, 1, 0, 0) = ∂v

We can raise and lower the indices using the components of the metric tensor,
so let’s begin by identifying them in the coordinate basis. We recall that we can
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write the metric as

ds2 = gab dxa dxb

Therefore we can just read off the desired terms. Note that the cross term is
given by 2 du dv = guv du dv + gvu dv du and so we take guv = gvu = 1. The
other terms can be read off immediately and so ordering the coordinates as
[u, v, x, y], we have

(gab) =




H 1 0 0
1 0 0 0
0 0 −1 0
0 0 0 −1




The inverse of this matrix gives the components of the metric tensor in the
coordinate basis with raised indices:

(
gab
) =




0 1 0 0
1 −H 0 0
0 0 −1 0
0 0 0 −1




With this information in hand, we can calculate the various components of the
null vectors. We start with la = (0, 1, 0, 0). Lowering the index, we find

la = gabl
b = gavlv

The only nonzero term in the metric of this form is guv = 1, and so we conclude
that

lu = guvlv = 1

⇒ la = (1, 0, 0, 0)
(9.25)

To find the components of the rest of the tetrad, we can apply (9.8) and (9.9).
To avoid flipping back through the pages, let’s restate the identity for gab

here:

gab = lanb + lbna − mamb − mbma
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Once we have all the components with lowered indices, we can raise indices
with gab to obtain all the other terms we need. Since there are not many terms in
the metric, this procedure will be relatively painless. Since we also have lu = 1
as the only nonzero component of the first null vector, we can actually guess as
to what all the terms are without considering every single case. Starting from
the top, we have

guu = H = 2lunu − 2mumu

guv = 1 = lunv + lvnu − mumv − mumv = lunv − mumv − mumv

gvu = 1 = lvnu + lunv − mvmu − mvmu

gxx = −1 = 2lxnx − 2mxmx = −2mxmx

gyy = −1 = 2lyny − 2mymy = −2mymy

We are free to make some assumptions, since all we have to do is come up with
a null tetrad that gives us back the metric. We take mu = mv = mu = mv = 0
and assume that the x component of m is real. Then from the first and second
equations, since lu = 1, we obtain

nu = 1

2
H and nv = 1

Now n is a null vector so we set nx = ny = 0. The fourth equation yields

mx = mx = 1√
2

These terms are equal to each other since they are complex conjugates and this
is the real part. The final equation gives us the complex part of m. If we choose
my = −i 1√

2
then the fifth equation will be satisfied if my = i 1√

2
, which is what

we expect anyway since it’s the complex conjugate. Anyway, all together we
have

la = (1, 0, 0, 0) , na =
(

1

2
H, 1, 0, 0

)

ma = 1√
2

(0, 0, 1, −i) , ma = 1√
2

(0, 0, 1, i)

(9.26)
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Next we use gab to raise indices. We already know what la is. The components
of na are given by

na = gabnb

⇒ nu = gubnb = guunu + guvnv = nv = 1

nv = gvbnb = gvunu + gvvnv = nu − Hnv = 1

2
H − H = −1

2
H

It can be easily verified that the remaining components are zero. The final result
is that

na =
(

1, −1

2
H, 0, 0

)
(9.27)

A similar exercise shows that

ma = 1√
2

(0, 0, −1, i) and ma = 1√
2

(0, 0, −1, −i) (9.28)

We are going to need the Christoffel symbols for this metric so that we can cal-
culate covariant derivatives. These are fairly easy to calculate; we will compute
two of them explicitly. Now

�v
xu = 1

2
gvd (∂x gdu + ∂ugdx − ∂d gxu)

There is only one nonconstant term in the metric with lowered indices, guu = H .
Therefore, we can drop the last two terms and this reduces to

�v
xu = 1

2
gvu (∂x guu) = 1

2

∂ H

∂x

Substitution of y for x yields a similar result

�v
yu = 1

2
gvu
(
∂yguu

) = 1

2

∂ H

∂y

All together, the nonzero Christoffel symbols for the metric are

�v
xu = 1

2

∂ H

∂x
, �v

yu = 1

2

∂ H

∂y
(9.29)

�v
uu = −1

2

∂ H

∂u
, �x

uu = 1

2

∂ H

∂x
, �y

uu = 1

2

∂ H

∂y
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With this information in hand we can calculate the spin coefficients and the
Weyl scalars. The spin coefficients can be calculated from

π = −∇bnamalb, ν = −∇bnamanb, λ = −∇bnamamb,

µ = −∇bnamamb

τ = ∇blamanb, σ = ∇blamamb, κ = ∇blamalb, ρ = ∇blamamb

ε = 1

2

(∇blanalb − ∇bmamalb
)
, γ = 1

2

(∇blananb − ∇bmamanb
)

α = 1

2

(∇blanamb − ∇bmamamb
)
, β = 1

2

(∇blanamb − ∇bmamamb
)

Now ∇bla = 0 and so we can immediately conclude that κ = ρ = σ = τ = 0.

As a result, we see there is no shear, twisting, or divergence for the null con-
gruence in this case. In addition, one can see that α = β = γ = ε = 0. The
problem is starting to look tractable; we are going to have to worry about only
very few terms. Let’s consider ν, which will turn out to be nonzero.

We will start by writing out the summation implied by the formula. However,
note that we aren’t going to have to write down every term. We are saved by the
fact that m has only x and y components while n has only u and v components.
Proceeding, we have

ν = −∇bnamanb

= −∇unxmxnu − ∇unymynu − ∇vnxmxnv − ∇vnymynv

The last two terms drop out. Let’s look at the very last term to see why. Remem-
bering that ny = 0, we have

∇vny = ∂ny

∂v
− �d

yvnd = −�u
yvnu − �v

yvnv

Having a look at the Christoffel symbols (0.29), we see that �u
yv = �v

yv = 0.

So we can ignore these terms. Now the first two terms work out to be

∇unx = ∂nx

∂u
− �d

xund = −�v
xunv = −1

2

∂ H

∂x

∇uny = ∂ny

∂u
− �d

yund = −�v
yunv = −1

2

∂ H

∂y
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Putting these results back into the expression for ν, we find that

ν = −∇unxmxnu − ∇unymynu

= −
(

−1

2

∂ H

∂x

)(
− 1√

2

)
−
(

−1

2

∂ H

∂y

)(
−i

1√
2

)
(9.30)

= − 1

2
√

2

(
∂ H

∂x
+ i

∂ H

∂y

)

(when going through this calculation, be careful with the overall minus sign).
A similar exercise shows that the spin coefficients λ = π = 0. With all the
vanishing spin coefficients, the Newman-Penrose identity we need to calculate,
�4, takes on a very simple form. The expression we need is given by (9.23):

�λ − δν = −λ (µ + µ) − λ (3γ − γ ) + ν
(
3α + β + π − τ

)− �4

In this case, we have

�4 = δν

Recalling (9.13), this equation becomes �4 = ma∇aν. Note, however, that ν is
a scalar—we need to calculate only partial derivatives. The end result is that

�4 = ma∂aν = mx∂xν + my∂yν

=
(

− 1√
2

)
∂

∂x

[
− 1

2
√

2

(
∂ H

∂x
+ i

∂ H

∂y

)]

+
(

− i√
2

)
∂

∂y

[
− 1

2
√

2

(
∂ H

∂x
+ i

∂ H

∂y

)]

= 1

4

(
∂2 H

∂x2
+ i

∂2 H

∂x ∂y

)
+ i

4

∂

∂y

(
∂2 H

∂x ∂y
+ i

∂2 H

∂y2

)

= 1

4

∂2 H

∂x2
+ i

2

∂2 H

∂x ∂y
− 1

4

∂2 H

∂y2
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and so we conclude that the Weyl scalar is given by

�4 = 1

4

(
∂2 H

∂x2
− ∂2 H

∂y2
+ 2i

∂2 H

∂x ∂y

)
(9.31)

In the exercises, if you are so inclined you can show that the only nonzero
component of the Ricci tensor is given by

�22 = 1

4

(
∂2 H

∂x2
+ ∂2 H

∂y2

)
(9.32)

The fact that �4 is the only nonzero Weyl scalar tells us that the Petrov
type is Type N, meaning that the principal null direction is repeated four times.
Therefore, this metric describes transverse gravity waves.

Quiz
1. Using the Minkowski metric ηab = diag(1, − 1, − 1, − 1), �A =

(3, 0, − 3, 0) is
(a) timelike
(b) not enough information has been given
(c) null
(d) spacelike

2. Using the definition of the complex vectors in the null tetrad, i.e.,

ma = j a + ika

√
2

, ma = j a − ika

√
2

which one of the following statements is true?
(a) These are null vectors and that m · m = −1.
(b) These are timelike vectors and that m · m = −1.
(c) These are null vectors and that m · m = 1.
(d) These are null vectors and that m · m = 0.

3. Consider Example 9-5. Which of the following relations is true?
(a) π = −∇bnamalb = 0
(b) π = −∇bnamalb = −1

(c) π = ∇bnamal
b = 0

(d) π = ∇bnamal
b = 1
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4. Again, consider Example 9-5. Which of the following relations is true?
(a) λ = −∇blamamb = 0
(b) λ = −∇bnamamb = 0
(c) λ = ∇bnamamb = 0
(d) λ = −∇bnamamb = 0

5. A spacetime described as Petrov type I
(a) has no null directions
(b) has four distinct principal null directions
(c) has a single null direction
(d) has a vanishing Weyl tensor, but has two null directions
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CHAPTER

The Schwarzschild
Solution

When faced with a difficult set of mathematical equations, the first course of
action one often takes is to look for special cases that are the easiest to solve.
It turns out that such an approach often yields insights into the most interesting
and physically relevant situations. This is as true for general relativity as it is
for any other theory of mathematical physics.

Therefore for our first application of the theory, we consider a solution to
the field equations that is time independent and spherically symmetric. Such
a scenario can describe the gravitational field found outside of the Sun, for
example. Since we might be interested only in the field outside of the matter
distribution, we can simplify things even further by restricting our attention to
the matter-free regions of space in the vicinity of some mass. Within the context
of relativity, this means that one can find a solution to the problem using the
vacuum equations and ignore the stress-energy tensor.

203
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The solution we will obtain is known as the Schwarzschild solution. It was
found in 1916 by the German physicist Karl Schwarzschild while he was serving
on the Russian front during the First World War. He died from an illness soon
after mailing his solution to Einstein, who was surprised that such a simple
solution to his equations could be obtained.

The Vacuum Equations
The vacuum field equations describe the metric structure of empty space sur-
rounding a massive body. In the consideration of empty space where no matter
or energy is present, we set Tab = 0. In this case, the field equations become

Rab = 0 (10.1)

A Static, Spherically Symmetric Spacetime
To obtain the form of the metric that represents the field outside of a spherically
symmetric body, we first consider the limiting form that it must take. Far away
from the body (as r becomes large), we expect that it will assume the form of
the Minkowski metric. Since we are assuming spherical symmetry, we express
the Minkowski metric in spherical coordinates

ds2 = dt2 − dr2 − r2dθ2 − r2 sin2 θ dφ2 (10.2)

To obtain a general form of a time-independent, spherically symmetric metric
that will reduce to (10.2) for large r , we first consider the requirement of time
independence. If a metric is time independent, we should be able to change
dt → −dt without affecting the metric. This tells us that the metric will not
contain any mixed terms such as dtdr, dtdθ, dtdφ.

With no off-diagonal terms involving the time coordinate allowed in the
metric, we can write the general form as

ds2 = gtt dt2 + gij dxi dx j

We also require that the components of the metric are time independent; i.e.,

∂gab

∂t
= 0

A metric that meets these conditions is called static.
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Our next task is to think about how spherical symmetry affects the form of
a metric. A spherically symmetric metric is one that has no preferred angular
direction in space, meaning that we should be able to change dθ → − dθ and
dφ → − dφ without changing the form of the metric. In the same way that
time independence eliminated mixed terms involving dt from consideration,
we cannot have mixed terms such as drdθ, drdφ, dθdφ that would be affected
by the changes dθ → −dθ and dφ → −dφ.

So we have arrived at a metric that must have an entirely diagonal form. We
have already eliminated any explicit time dependence from the terms of the
metric. Since we are imposing radially symmetry, each term in the metric can
be multiplied by a coefficient function that depends only on r . Using (10.2) as
a guide, we can write this metric as

ds2 = A (r )dt2 − B (r ) dr2 − C (r ) r2dθ2 − D (r ) r2 sin2 θ dφ2 (10.3)

Spherical symmetry requires that the angular terms assume the normal form of
d�2 that we are used to, and so we take C = D and write this as

ds2 = A (r ) dt2 − B (r ) dr2 − C (r )
(
r2dθ2 + r2sin2θ dφ2

)
(10.4)

Now we can simplify matters even further by a change of radial coordinate
to eliminate C . For the moment we will call the new radial coordinate ρ and
define it using ρ = √C (r ) r . Then we have ρ2 = Cr2 and the angular part of
the metric assumes the familiar form

C (r )
(
r2 dθ2 + r2 sin2 θ dφ2

) = Cr2 dθ2 + Cr2 sin2 θ dφ2 1

n
= ρ2 dθ2 + ρ2 sin2 θ dφ2

From the definition ρ = √C (r ) r , we see that we can write

dρ = 1

2
√

C
dC r +

√
C dr

=
(

1

2
√

C

dC

dr
r +

√
C

)
dr

=
√

C

(
r

2C

dC

dr
r + 1

)
dr
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Squaring both sides and solving for dr2, we find that

dr2 = 1

C

(
1 + r

2C

dC

dr

)−2

dρ2

Now let’s redefine the coefficient function B ′ = 1
C

(
1 + r

2C
dC
dr

)−2
B so that

we have Bdr2 = B ′dρ2. With these conditions in place, we can rewrite (10.4)
as

ds2 = A′dt2 − B ′dρ2 − ρ2
(
dθ2 + sin2 θ dφ2

)
where A′ is a function of ρ. Up to this point, other than the requirement that
the coefficient functions go to unity as the radial coordinate gets large, we have
not imposed any requirements on the form that they must take. Therefore we’ve
basically been using nothing but labels. So we can relabel everything again,
dropping primes on the coefficient functions and changing ρ → r , allowing us
to write the line element as

ds2 = Adt2 − Bdr2 − r2
(
dθ2 + sin2 θ dφ2

)
Now we impose one last requirement. In order to correspond to the metric

(10.2) at large r , we also need to preserve the signature. This can be done by
writing the coefficient functions as exponentials, which are guaranteed to be
positive functions. That is, we set A = e2ν(r ) and B = e2λ(r ). This gives us the
metric that is used to obtain the Schwarzschild solution:

ds2 = e2ν(r )dt2 − e2λ(r )dr2 − r2
(
dθ2 + sin2 θ dφ2

)
(10.5)

The Curvature One Forms
We will proceed to find the solution, using the orthonormal tetrad method. By
now the reader is aware that the first step along this path is to calculate the
curvature one forms and the Ricci rotation coefficients. To do so, we define the
following basis one forms:

ωt̂ = eν(r )dt, ωr̂ = eλ(r )dr, ωθ̂ = rdθ, ωφ̂ = r sin θ dφ (10.6)
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Therefore, we have

dt = e−ν(r )ωt̂ , dr = e−λ(r )ωr̂ , dθ = 1

r
ωθ̂ , dφ = 1

r sin θ
ωφ̂ (10.7)

The exterior derivative of each of the basis one forms is given by

dωt̂ = d
(
eν(r )dt

) = dν

dr
eν(r )dr ∧ dt = dν

dr
e−λ(r )ωr̂ ∧ ωt̂ (10.8)

dωr̂ = d
(
eλ(r )dr

) = dλ

dr
eλ(r )dr ∧ dr = 0 (10.9)

dωθ̂ = d (rdθ) = dr ∧ dθ = e−λ(r )

r
ωr̂ ∧ ωθ̂ (10.10)

dωφ̂ = d (r sin θ dφ) = sin θ dr ∧ dφ + r cos θ dθ ∧ dφ

= e−λ(r )

r
ωr̂ ∧ ωφ̂ + cot θ

r
ωθ̂ ∧ ωφ̂ (10.11)

Once again recall Cartan’s first structure equation, which for our coordinates
will assume the form

dωâ = −�â
b̂
∧ ωb̂ = −�â

t̂ ∧ ωt̂ − �â
r̂ ∧ ωr̂ − �â

θ̂
∧ ωθ̂ − �â

φ̂
∧ ωφ̂

Taking each basis one form in turn gives

dωt̂ = −� t̂
t̂ ∧ ωt̂ − � t̂

r̂ ∧ ωr̂ − � t̂
θ̂
∧ ωθ̂ − � t̂

φ̂
∧ ωφ̂ (10.12)

dωr̂ = −�r̂
t̂ ∧ ωt̂ − �r̂

r̂ ∧ ωr̂ − �r̂
θ̂
∧ ωθ̂ − �r̂

φ̂
∧ ωφ̂ (10.13)

dωθ̂ = −�θ̂
t̂ ∧ ωt̂ − �θ̂

r̂ ∧ ωr̂ − �θ̂

θ̂
∧ ωθ̂ − �θ̂

φ̂
∧ ωφ̂ (10.14)

dωφ̂ = −�
φ̂

t̂
∧ ωt̂ − �

φ̂

r̂ ∧ ωr̂ − �
φ̂

θ̂
∧ ωθ̂ − �

φ̂

φ̂
∧ ωφ̂ (10.15)

Comparing (10.12) with (10.8), note that the only nonzero term in (10.8) of the
form ωr̂ ∧ ωt̂ . Therefore, we conclude that

� t̂
t̂ = � t̂

θ̂
= � t̂

φ̂
= 0 and � t̂

r̂ = dν

dr
e−λ(r )ωt̂ (10.16)
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Using �â
b̂

= �â
b̂ĉ

ωĉ, we set � t̂
r̂ t̂

= dν
dr e−λ(r ). Since (10.9) vanishes and gives no

direct information, we move on to compare (10.14) and (10.10). Again, with
only a single term which this time involves ωr̂ ∧ ωθ̂ , we take the nonzero term
in (10.14) to be �θ̂

r̂ ∧ ωr̂ and conclude that

�θ̂
t̂ = �θ̂

θ̂
= �θ̂

φ̂
= 0 and �θ̂

r̂ = e−λ(r )

r
ωθ̂ (10.17)

Again using �â
b̂

= �â
b̂ĉ

ωĉ, we conclude that �θ̂

r̂ θ̂
= e−λ(r )

r .
Finally, We compare (10.15) with (10.11) using the same procedure, which

gives

�
φ̂

t̂
= �

φ̂

φ̂
= 0, �

φ̂

r̂ = e−λ(r )

r
ωφ̂, �

φ̂

θ̂
= cot θ

r
ωφ̂ (10.18)

where �
φ̂

r̂ φ̂
= e−λ(r )

r and �
φ̂

θ̂φ̂
= cot θ

r .

Now we return to the case of (10.9), which gave us no information since it
vanished. To find the curvature one forms in this case, we will use symmetry con-
siderations. Looking at the metric (10.5), we see that in this case we can define

ηâb̂ =




1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1




to raise and lower indices. Therefore, we have the following relationships:

� t̂
r̂ = ηt̂ t̂�t̂ r̂ = �t̂ r̂ = −�r̂ t̂ = −ηr̂ r̂�

r̂
t̂ = �r̂

t̂

�θ̂
r̂ = ηθ̂θ̂�θ̂ r̂ = −�θ̂ r̂ = �r̂ θ̂ = ηr̂ r̂�

r̂
θ̂

= −�r̂
θ̂

�
φ̂

r̂ = ηφ̂φ̂�φ̂r̂ = −�φ̂r̂ = �r̂ φ̂ = ηr̂ r̂�
r̂
φ̂

= −�r̂
φ̂

And so, from (10.16) we conclude that

�r̂
t̂
= � t̂

r̂ = dν

dr
e−λ(r )ωt̂

⇒ �r̂
t̂ t̂

= dν

dr
e−λ(r )

(10.19)
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Using (10.17), we find

�r̂
θ̂

= −�θ̂
r̂ = −e−λ(r )

r
ωθ̂

⇒ �r̂
θ̂ θ̂

= −e−λ(r )

r

(10.20)

and finally

�r̂
φ̂

= −�
φ̂

r̂ = −e−λ(r )

r
ωφ̂

⇒ �r̂
φ̂φ̂

= −e−λ(r )

r

(10.21)

Solving for the Curvature Tensor
We now compute the components of the curvature tensor, using Cartan’s second
structure equation; i.e., �â

b̂
= d�â

b̂
+ �â

ĉ ∧ �ĉ
b̂

= 1
2 Râ

b̂ĉd̂
ωĉ ∧ ωd̂ . We will ex-

plicitly compute one of the curvature two forms. Consider �r̂
t̂
= d�r̂

t̂
+ �r̂

ĉ ∧
�ĉ

t̂
. For the summation, we have

�r̂
ĉ ∧ �ĉ

t̂ = �r̂
t̂ ∧ � t̂

t̂ + �r̂
r̂ ∧ �r̂

t̂ + �r̂
θ̂
∧ �θ̂

t̂ + �r̂
φ̂

∧ �
φ̂

t̂
= 0

since � t̂
t̂
= �r̂

r̂ = �θ̂
t̂
= �

φ̂

t̂
= 0. This leaves

�r̂
t̂ = d�r̂

t̂ = d

(
dν

dr
e−λ(r )ωt̂

)

= d

(
dν

dr
eν(r )−λ(r )dt

)

= d2ν

dr2
eν(r )−λ(r )dr ∧ dt +

(
dν

dr

)2

eν(r )−λ(r )dr ∧ dt

−
(

dν

dr

)(
dλ

dr

)
eν(r )−λ(r )dr ∧ dt

Using (10.7) to invert the differentials and write them in terms of the basis one
forms, we arrive at the following expression:

�r̂
t̂ =

[
d2ν

dr2
+
(

dν

dr

)2

−
(

dν

dr

)(
dλ

dr

)]
e−2λ(r )ωr̂ ∧ ωt̂ (10.22)
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Now let’s write out the curvature two form in terms of the components of
the Riemann tensor, using the expression �â

b̂
= 1

2 Râ
b̂ĉd̂

ωĉ ∧ ωd̂ . Remember
that the Einstein summation convention is being used, so there is a summation
over ĉ and d̂. However, noticing that in (10.22) there is only one term, ωr̂ ∧ ωt̂ ,
we have to consider only two terms in the sum, those involving ωr̂ ∧ ωt̂ and
ωt̂ ∧ ωr̂ . So we have

�r̂
t̂ = 1

2
Rr̂

t̂ ĉd̂
ωĉ ∧ ωd̂ = 1

2
Rr̂

t̂r̂ t̂ω
r̂ ∧ ωt̂ + 1

2
Rr̂

t̂ t̂ r̂ ωt̂ ∧ ωr̂

Now we use the fact that ωt̂ ∧ ωr̂ = −ωr̂ ∧ ωt̂ to write this as

�r̂
t̂ = 1

2
Rr̂

t̂r̂ t̂ ωr̂ ∧ ωt̂ − 1

2
Rr̂

t̂ t̂ r̂ ωr̂ ∧ ωt̂ = 1

2

(
Rr̂

t̂r̂ t̂ − Rr̂
t̂ t̂ r̂

)
ωr̂ ∧ ωt̂

Using the same type of procedure we’ve seen in earlier chapters, we can simplify
this even further using the symmetries of the Riemann tensor:

Rr̂
t̂ t̂ r̂ = ηr̂ r̂ R r̂ t̂ t̂ r̂ = −R r̂ t̂ t̂ r̂ = R r̂ t̂r̂ t̂ = η r̂ r̂ Rr̂

t̂ r̂ t̂ = −Rr̂
t̂r̂ t̂

and so we have

�r̂
t̂ = 1

2

(
Rr̂

t̂r̂ t̂ − Rr̂
t̂ t̂ r̂

)
ωr̂ ∧ ωt̂ = 1

2

(
Rr̂

t̂r̂ t̂ + Rr̂
t̂r̂ t̂

)
ωr̂ ∧ ωt̂ = Rr̂

t̂r̂ t̂ω
r̂ ∧ ωt̂

Comparison with (10.22) shows that

Rr̂
t̂r̂ t̂ =

[
d2ν

dr2
+
(

dν

dr

)2

−
(

dν

dr

)(
dλ

dr

)]
e−2λ(r )

All together, the nonzero components of the Riemann tensor are given by

Rr̂
t̂r̂ t̂ =

[
d2ν

dr2
+
(

dν

dr

)2

−
(

dν

dr

)(
dλ

dr

)]
e−2λ(r )

Rt̂
θ̂ t̂ θ̂

= Rt̂
φ̂ t̂ φ̂

= −1

r

dν

dr
e−2λ

Rr̂
θ̂ r̂ θ̂

= Rr̂
φ̂r̂ φ̂

= 1

r

dλ

dr
e−2λ

R θ̂

φ̂θ̂ φ̂
= 1 − e−2λ

r2

(10.23)
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All other nonzero components can be found using the symmetries of the Rie-
mann tensor.

The Vacuum Equations
Now we can compute the components of the Ricci tensor to obtain the vacuum
equations. This is done relatively easily by computing Râb̂ = Rĉ

âĉb̂
. The first

term is easy to calculate

Rt̂t̂ = Rt̂
t̂ t̂ t̂ + Rr̂

t̂r̂ t̂ + R θ̂

t̂ θ̂ t̂
+ Rφ̂

t̂ φ̂ t̂

=
[

d2ν

dr2
+
(

dν

dr

)2

−
(

dν

dr

)(
dλ

dr

)
+ 2

r

dν

dr

]
e−2λ(r ) (10.24)

By showing that Rt̂
r̂ t̂ r̂ = −Rr̂

t̂r̂ t̂ , you can see that

Rr̂r̂ = −
[

d2ν

dr2
+
(

dν

dr

)2

−
(

dν

dr

)(
dλ

dr

)
− 2

r

dλ

dr

]
e−2λ(r ) (10.25)

Moving on we have

Rθ̂ θ̂ = Rt̂
θ̂ t̂ θ̂

+ Rr̂
θ̂ r̂ θ̂

+ R θ̂

θ̂ θ̂ θ̂
+ Rφ̂

θ̂ φ̂θ̂

= −1

r

dν

dr
e−2λ + 1

r

dλ

dr
e−2λ + 1 − e−2λ

r2
(10.26)

Rφ̂φ̂ = Rt̂
φ̂ t̂ φ̂

+ Rr̂
φ̂r̂ φ̂

+ R θ̂

φ̂θ̂ φ̂
+ Rφ̂

φ̂φ̂φ̂

= −1

r

dν

dr
e−2λ + 1

r

dλ

dr
e−2λ + 1 − e−2λ

r2

(10.27)

We obtain the vacuum equations by setting each component of the Ricci tensor
equal to zero [recall (10.1)]. There are only two vacuum equations we need in
order to find the functional form of ν(r ) and λ(r ). We use (10.24) and (10.25)
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and set them equal to zero, which gives

d2ν

dr2
+
(

dν

dr

)2

−
(

dν

dr

)(
dλ

dr

)
+ 2

r

dν

dr
= 0 (10.28)

d2ν

dr2
+
(

dν

dr

)2

−
(

dν

dr

)(
dλ

dr

)
− 2

r

dλ

dr
= 0 (10.29)

We subtract (10.29) from (10.28) and get

dν

dr
+ dλ

dr
= 0

This implies that the sum of these functions is constant

ν + λ = const = k

We can use a trick so that the constant will vanish. We change the time coordinate
to t → tek . This means that dt → dtek, dt2 → dt2 e2k ⇒ e2νdt2 → e2(ν+k)dt2.
In other words, we have transformed ν → ν + k and so

ν + λ = 0

⇒ λ = −ν

Now we use this to replace ν with −λ in (10.29) and get

d2λ

dr2
− 2

(
dλ

dr

)2

+ 2

r

dλ

dr
= 0 (10.30)

To solve this equation, consider the second derivative of re−2λ

(re−2λ)′′ =
(

e−2λ − 2r
dλ

dr
e−2λ

)′

=
(

−4
dλ

dr
e−2λ − 2r

d2λ

dr2
e−2λ + 4r

(
dλ

dr

)2

e−2λ

)
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Let’s quickly set this equal to zero to see that this is in fact another way of
writing (10.30):

−4
dλ

dr
e−2λ − 2r

d2λ

dr2
e−2λ + 4r

(
dλ

dr

)2

e−2λ = 0

Now divide through by e−2λ to get

−4
dλ

dr
− 2r

d2λ

dr2
+ 4r

(
dλ

dr

)2

= 0

Next we divide through by −2r , which gives

d2λ

dr2
− 2

(
dλ

dr

)2

+ 2

r

dλ

dr
= 0

Returning to
(
re−2λ

)′′
, since this vanishes because it is equivalent to (10.30),

we can integrate once

(
re−2λ

)′ = constant (10.31)

Now, recall that we had found that
(
re−2λ

)′′ = (e−2λ − 2r dλ
dr e−2λ

)′
.

Let’s turn to (10.26). We obtain another of the vacuum equations by setting this
equal to zero:

Rθ̂ θ̂ = −1

r

dν

dr
e−2λ + 1

r

dλ

dr
e−2λ + 1 − e−2λ

r2
= 0

We multiply through by r2 to get

−r
dν

dr
e−2λ + r

dλ

dr
e−2λ + 1 − e−2λ = 0

Now we use ν = −λ to obtain

2r
dλ

dr
e−2λ + 1 − e−2λ = 0
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Moving 1 to the other side and then multiplying through by −1, we have

−2r
dλ

dr
e−2λ + e−2λ = 1

Now the left side is nothing other than
(
re−2λ

)′
. And so we have found that(

re−2λ
)′ = 1. Integrating this equation, we find

re−2λ = r − 2m

where −2m is an unknown constant of integration. We choose this odd designa-
tion for the constant of integration because, as we will see, this term is related
to the mass. Dividing through by r , we find that

e−2λ = 1 − 2m

r

Let’s recall the original form of the metric. We had

ds2 = e2ν(r )dt2 − e2λ(r )dr2 − r2
(
dθ2 + sin2 θ dφ2

)
Using ν = −λ, we obtain the coefficients in the metric we have been seeking

e2ν = 1 − 2m

r
and e2λ =

(
1 − 2m

r

)−1

(10.32)

The Meaning of the Integration Constant
We find the constant appearing in the line element by seeking a correspondence
between newtonian theory and general relativity. Later, we will discuss the weak
field limit and find that relativity reduces to newtonian theory if we have (for
the moment explicitly showing fundamental constants)

gtt ≈ 1 + 2�

c2

where � is the gravitational potential in newtonian theory. For a point mass
located at the origin,

� = −G
M

r
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and so

gtt ≈ 1 − 2
GM

c2r

Comparing this to (10.32), we set

m = GM

c2

where M is the mass of the body in kilograms (or whatever units are being
used). Looking at this term you will see that the units of m which appears in the
metric has units of length. This constant m is called the geometric mass of the
body.

The Schwarzschild Metric
With these results in hand, we can rewrite (10.5) in the familiar form of the
Schwarzschild line element:

ds2 =
(

1 − 2m

r

)
dt2 − dr2(

1 − 2m
r

) − r2
(
dθ2 + sin2 θ dφ2

)
(10.33)

Looking at the metric, we can see that as r gets large, it approaches the form
(10.2) of the flat space metric.

The Time Coordinate
The correspondence between the Schwarzschild metric in (10.33) and the flat
space metric tells us that the time coordinate t used here is the time measured
by a distant observer far from the origin.

The Schwarzschild Radius
Notice that the metric defined in (10.33) becomes singular (i.e., blows sky
high) when r = 2m. This value is known as the Schwarzschild radius. In terms
of the mass of the object that is the source of the gravitational field, it is
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given by

rs = 2GM

c2
(10.34)

For ordinary stars, the Schwarzschild radius lies deep in the stellar interior.
Therefore we can use the metric given by (10.33) with confidence to describe
the region found outside of your average star. As an example, the Schwarzschild
radius for the Sun can be used by inserting the solar mass 1.989 × 1030 kg into
(10.34), and we find that rs � 3 km. Remember, we started out by solving the
vacuum equations. Since this point lies inside the Sun where matter is present,
the solutions we obtained in the previous section cannot apply in that region.

It should catch your attention that the metric blows up at a certain value of
the radius. However, we need to investigate further to determine whether this
is a real physical singularity, which means the curvature of spacetime becomes
infinite, or whether this is just an artifact of the coordinate system we are using.
While it seems like stating the obvious, it is important to note that the line
element is written in terms of coordinates.

It may turn out that we can write the metric in a different way by a trans-
formation to some other coordinates. To get a better idea of the behavior of
the spacetime, the best course of action is to examine invariant quantities, i.e.,
scalars. If we can find a singularity that is present in a scalar quantity, then we
know that this singularity is present in all coordinate systems and therefore rep-
resents something that is physically real. In the present case, the components of
the Ricci tensor vanish, so the Ricci scalar vanishes as well. Instead we construct
the following scalar using the Riemann tensor.

Rabcd Rabcd = 48m2

r6
(10.35)

This quantity blows up at r = 0. Since this is a scalar, this is true in all coordinate
systems, and therefore, we conclude that the point r = 0 is a genuine singularity.

Geodesics in the Schwarzschild Spacetime
Now that we have the metric in hand, we can determine what the paths of
particles and light rays are going to be in this spacetime. To find out we need to
derive and solve the geodesic equations for each coordinate.

One way this can be done fairly easily is by deriving the Euler-Lagrange
equations. We are not covering largrangian methods in this book, so we will
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simply demonstrate the method (interested readers, please see the references).
To find the geodesic equations, we take the variation

δ

∫
ds = δ

∫ [(
1 − 2m

r

)
ṫ2 − 1(

1 − 2m
r

) ṙ2 − r2θ̇2 − r2 sin2 θ φ̇2

]
ds = 0

Now we make the following definition:

F =
(

1 − 2m

r

)
ṫ2 − 1(

1 − 2m
r

) ṙ2 − r2θ̇2 − r2 sin2 θ φ̇2

The Euler-Lagrange equations are

d

ds

(
∂F

∂ ẋ a

)
− ∂F

∂xa
= 0 (10.36)

Starting with the time coordinate, we have

∂F

∂ ṫ
= 2

(
1 − 2m

r

)
ṫ

⇒ d

ds

(
∂F

∂ ṫ

)
= d

ds

[
2

(
1 − 2m

r

)
ṫ

]
= d

ds

[
2

(
1 − 2m

r

)]
ṫ + 2

(
1 − 2m

r

)
ẗ

= 4m

r2
ṙ ṫ + 2

(
1 − 2m

r

)
ẗ

Since there are no terms in F that contain t , we set this to zero and obtain
the first geodesic equation:

ẗ + 2m

r (r − 2m)
ṙ ṫ = 0 (10.37)

Now we consider the radial coordinate. We have

∂F

∂ ṙ
= − 2(

1 − 2m

r

) ṙ

⇒ d

ds

(
∂ F

∂ ṙ

)
= − 2(

1 − 2m

r

) r̈ − 4m

r2
(ṙ )2
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F is r dependent and so we calculate

∂F

∂r
= 2m

r2
ṫ2 +

(
1 − 2m

r

)
2m

r
ṙ2 − 2r θ̇2 − 2r sin2 θ φ̇2

Putting these results together using (10.36) gives the second geodesic equation

r̈ + m

r3
(r − 2m) ṫ2 − m

r (r − 2m)
ṙ2 − (r − 2m)

(
θ̇2 + sin2 θ φ̇2

) = 0

(10.38)
Next we find

∂F

∂θ̇
= −2r2θ̇ ⇒ d

ds

(
∂F

∂θ̇

)
= −4r ṙ θ̇ − 2r2θ̈

∂F

∂θ
= −2r2 sin θ cos θ φ̇2

and so the geodesic equation for θ is given by

θ̈ + 2

r
ṙ θ̇ − sin θ cos θ φ̇2 = 0 (10.39)

Finally, for the φ coordinate we find

∂F

∂φ̇
= −2r2 sin2 θ φ̇

⇒ d

ds

(
∂F

∂θ̇

)
= −4r ṙ sin2 θ φ̇ − 4r2 sin θ cos θ θ̇ φ̇ − 2r2 sin2 θ φ̈

∂F

∂φ
= 0

Therefore

φ̈ + 2 cot θ θ̇ φ̇ + 2

r
ṙ φ̇ = 0 (10.40)

Particle Orbits in the Schwarzschild Spacetime
In the previous section we obtained a set of differential equations for the
geodesics of the Schwarzschild spacetime. However, these equations are quite
daunting and trying to solve them directly does not seem like a productive use of
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time. A different approach to learn about the motion of particles and light rays
in the Schwarzschild spacetime is available, and is based on the use of Killing
vectors. Remember, each symmetry in the metric corresponds to a Killing vec-
tor. Conserved quantities related to the motion of a massive particle can be
found by forming the dot product of Killing vectors with the four velocity of
the particle.

We will define vectors in terms of their components, using the coordinate or-
dering (t, r, θ, φ). The four velocity of a particle in the Schwarzschild spacetime
has components given by

�u =
(

dt

dτ
,

dr

dτ
,

dθ

dτ
,

dφ

dτ

)
(10.41)

Here τ is the proper time. The four velocity satisfies

�u · �u = gabuaub = 1 (10.42)

In a coordinate basis, the components of the metric tensor, which can be read
off of (10.33), are

gtt =
(

1 − 2m

r

)
, grr = − 1(

1 − 2m
r

) , gθθ = −r2, gφφ = −r2 sin2 θ

(10.43)

Using (10.41), we find that (10.42) gives

�u · �u = gabuaub

=
(

1 − 2m

r

)(
dt

dτ

)2

−
(

1 − 2m

r

)−1 (dr

dτ

)2

− r2

(
dθ

dτ

)2

− r2 sin2 θ

(
dφ

dτ

)2

= 1 (10.44)

This equation forms the basis that we will use to find the orbits. It can be shown
that in general relativity, as in classical mechanics, the orbit of a body in a central
force field lies in a plane. Therefore we can choose our axes such that θ = π/2
and set dθ

dτ
= 0.

Before analyzing this equation further, we will define two Killing vectors for
the Schwarzschild spacetime and use them to construct conserved quantities.
This is actually quite easy. When the form of the metric was derived, we indicated
two important criteria: the metric is time independent and spherically symmetric.
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Looking at the metric

ds2 =
(

1 − 2m

r

)
dt2 − dr2(

1 − 2m
r

) − r2
(
dθ2 + sin2 θ dφ2

)

we see that there are no terms that explicitly depend on time t or the angular
variable φ. Therefore we can define the following Killing vectors. The Killing
vector that corresponds to the independence of the metric of t is

ξ = (1, 0, 0, 0) (10.45)

We associate the conservation of energy with the independence of the metric
from time.

We can construct another Killing vector that corresponds to the independence
of the metric from φ. This is

η = (0, 0, 0, 1) (10.46)

The independence of the metric with respect to φ is associated with conservation
of angular momentum.

The conserved quantities related to these Killing vectors are found by taking
the dot product of each vector with the four velocity. The conserved energy per
unit rest mass is given by

e = −�ξ · �u = −gabξ
aub = −

(
1 − 2m

r

)
dt

dτ
(10.47)

The conserved angular momentum per unit rest mass is defined to be

l = �η · �u = gabη
aub = r2 sin2 θ

dφ

dτ
= r2 dφ

dτ
(for θ = π

2
) (10.48)

With these definitions, and the choice of θ = π/2, we can simplify (10.44) to
read

(
1 − 2m

r

)−1

e2 −
(

1 − 2m

r

)−1 (dr

dτ

)2

− l2

r2
= 1 (10.49)
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Let’s multiply through by 1 − 2m
r and divide by 2. The result is

e2

2
− 1

2

(
dr

dτ

)2

− 1

2

l2

r2

(
1 − 2m

r

)
= 1

2
− m

r

Now we isolate the energy per unit mass term, which gives

e2 − 1

2
= 1

2

(
dr

dτ

)2

+ l2

2r2

(
1 − 2m

r

)
− m

r

If we define the effective potential to be

Veff = l2

2r2

(
1 − 2m

r

)
− m

r

and set E = e2−1
2 , then we obtain an expression that corresponds to that used in

classical mechanics

E = 1

2
ṙ2 + Veff

which describes a particle with energy E and unit mass moving in the potential
described by Veff. However, a closer look at the effective potential is warranted.
Multiplying through by the leading term, we have

Veff = −m

r
+ l2

2r2
− l2m

r3
(10.50)

The first two terms are nothing more than what you would expect in the new-
tonian case. In particular, the first term correlates to the gravitational potential
while the second term is the angular momentum term we are familiar with from
classical orbital mechanics. The final term in this expression is a modification
of the potential that arises in general relativity.

We find the minimum and maximum values that r can assume in the usual
way. The first derivative is

dVeff

dr
= d

dr

(
−m

r
+ l2

2r2
− l2m

r3

)
= m

r2
− l2

r3
+ 3l2m

r4
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Next we set this equal to zero:

m

r2
− l2

r3
+ 3l2m

r4
= 0

⇒ mr2 − l2r + 3l2m = 0

Applying the quadratic formula, we find the maximum and minimum values of
r to be given by

r1,2 = l2 ± √
l4 − 12 l2m2

2m
= l2

2m

(
1 ±

√
1 − 12

m2

l2

)
(10.51)

These values correspond to circular orbits. We can use a binomial expansion of
the term under the square root to rewrite this as

r1,2 = l2

2m

(
1 ±

√
1 − 12

m2

l2

)
∼= l2

2m

[
1 ±

(
1 − 6

m2

l2

)]

The two values correspond to a stable and an unstable circular orbit, respectively.
The stable circular orbit is one for which

r1 ≈ l2

m

Meanwhile, for the unstable circular orbit, we take the minus sign and obtain

r2
∼= l2

2m

[
1 −

(
1 − 6

m2

l2

)]
= l2

2m

(
6

m2

l2

)
= 3m

Using m = GM
c2 the orbit is given by r2 = 3 GM

c2 . For the Sun, this value is

r sun
2 = 3

(
6.67 × 10−11 m3s2/kg

) (
1.989 × 1030 kg

)
(3 × 108 m/s)2 = 4422 km

The equatorial radius of the Sun is 695,000 km, and so we see that the unstable
circular orbit lies well inside the Sun.

Looking at (10.50), we can learn something about the behavior of the orbits for
different values of r . First, consider the case where r = 2m, the Schwarzschild
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radius. In this case, we have

Veff (r = 2m) = − m

2m
+ l2

2 (2m)2 − l2m

(2m)3 = −1

2
+ l2

8m2
− l2m

8m3
= −1

2

For large r , the potential reduces to the newtonian potential

Veff (r ) ≈ −m

r

Looking once again at (10.51), notice that the term under the square root
becomes negative when the angular momentum l2 is less than 12m2. We then
get the unphysical result where the radius is a complex number. This tells us that
in this case no stable circular orbit can exist. Physically speaking, if l2 is less
than 12m2, this indicates that the orbiting body will crash into the surface of the
star. If the body happens to be approaching a black hole under these conditions,
it will simply be swallowed up by the black hole.

These results are illustrated in Figs. 10-1 and 10-2. By comparing the curves
in the two figures, you can see that as r gets large the newtonian and relativistic
cases converge. At small r , the differences are quite dramatic. This tells us that
the best place to look for relativistic effects in the solar system is near the Sun.

r

V

Fig. 10-1. Plots of the effective potential for general relativity. For simplicity, we used a
unit mass to generate the plots that shows three different values of l. The behavior at

small r is significant; a comparison shows that the orbits differ markedly from the
newtonian case in this region. This is a result of the 1/r3 term.
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r

V

Fig. 10-2. The newtonian case for the same values of l. At large r, the orbits correspond
to those in the previous plot. At small r, the behavior is quite different.

This is what Einstein did when he considered the precession in the orbit of
Mercury.

The Deflection of Light Rays
There are four standard or “classical tests” of general relativity that have been
applied within the solar system. These include the precession of the perihelion
of Mercury, the bending of light passing near the Sun, the travel time of light
in a Schwarzschild field, and the gravitational red shift. These phenomena are
covered in all the major textbooks. We will consider two tests involving light
and begin by considering the derivation of an equation for the trajectory of a
light ray (see Fig. 10-3). This derivation will follow that of the previous section
with some small differences.

We can assume once again that the motion will take place in a plane and
set θ = π/2. Moreover, from special relativity we know that the path of a light
ray lies on a light cone, and so can be described by the case ds2 = 0. These
considerations mean that the equation following (10.44) becomes

(
1 − 2m

r

)
ṫ2 −

(
1 − 2m

r

)−1

ṙ2 − r2φ̇2 = 0 (10.52)
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Proceeding as we did for massive particles, we use definitions (10.47) and
(10.48) to write (with the difference that differentiation is not with respect to
the proper time τ , instead we take the derivative with respect to some parameter
we denote by λ)

e2 =
(

1 − 2m

r

)2

ṫ2 and l2 = r4φ̇2

where we have used dots to denote differentiation with respect to λ. Then (10.52)
becomes (

1 − 2m

r

)−1

e2 −
(

1 − 2m

r

)−1

ṙ2 − l2

r2
= 0 (10.53)

To find the trajectory, we are interested in obtaining an expression for r =
r (φ). We will now use primes to denote differentiation with respect to φ. With
this in mind, let’s rewrite ṙ as

ṙ = dr

dλ
= dr

dλ

(
dφ

dφ

)
= dr

dφ

(
dφ

dλ

)
= r ′φ̇

Now we can use r2φ̇ = l to write

ṙ = r ′φ̇ = r ′l
r2

To write the equation in a more convenient form, we introduce a new variable
u = 1/r . Note that

u′ =
(

1

r

)′
= − 1

r2
r ′

and so, we can write

ṙ = r ′l
r2

= (−r2u′) l

r2
= −lu′

Returning to (10.53), we multiply through by (1 − 2m/r ) and set u = 1/r to
obtain

e2 − l2u′2 − l2u2 (1 − 2mu) = 0
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To obtain an equation for the trajectory of a light ray, we differentiate with
respect to φ a second time to get rid of the constant e2. This gives

u′ (u′′ + u − 3mu2
) = 0

Dividing through by u′, we obtain the final result

u′′ + u = 3mu2 (10.54)

The standard procedure is to solve this equation using perturbation methods.
First we set ε = 3m and then try a solution of the form

u = u0 + εu1 + O
(
ε2
)

(10.55)

Ignoring the higher order terms, we have

u′ = u′
0 + εu′

1

u′′ = u′′
0 + εu′′

1

Now, ignoring terms that are second order and higher, we have 3mu2 = εu2 ≈
εu2

0. Inserting these results into (10.54), we obtain

u′′
0 + εu′′

1 + u0 + εu1 = εu2
0

We now equate terms by their order in ε. We start with

u′′
0 + u0 = 0

The solution of this equation is given by u0 = A sin φ + B cos φ. Without loss of
generality, we can choose our initial conditions so that B = 0 and u0 = A sin φ.
This equation represents straight-line motion since r = 1/u, and using y =
r sin φ in polar coordinates, we can write this as 1/A = r sin φ = y. Therefore,
the constant A represents the distance of closest approach to the origin.
Next, we equate terms that are first order in ε.

u′′
1 + u1 = u2

0 = A2 sin2 φ

The homogeneous equation is the same as we had before

u′′
1 + u1 = 0
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x

y

rr0
→

Fig. 10-3. Lowest order representation of the trajectory of a light ray. The light ray
follows the straight path represented by the dashed line. The distance r0 is the distance

of closest approach to the origin.

with solution uH
1 = B sin φ + C cos φ. Without loss of generality, we take

B = 0. For the particular solution, we guess that up = D sin2 φ + E cos2 φ;
therefore, differentiating we have

u′
p = 2D sin φ cos φ − 2E cos φ sin φ

u′′
p = 2D cos2 φ − 2D sin2 φ − 2E cos2 φ + 2E sin2 φ

and so, we have

u′′
p + up = −D sin2 φ + 4D sin2 φ = 3D sin2 φ

u′′
p + up = 2D cos2 φ − 2D sin2 φ − 2E cos2 φ + 2E sin2 φ

+D sin2 φ + E cos2 φ

= 2D cos2 φ − D sin2 φ − E cos2 φ + 2E sin2 φ

Now the particular solution must satisfy u′′
p + up = A2 sin2 φ and this only be

true can if 2D − E = 0, leaving us with

−D sin2 φ + 4D sin2 φ = 3D sin2 φ

Using u′′
p + up = A2 sin2 φ, we conclude that D = A2/3. And so the particular

solution becomes

up
1 = D sin2 φ + E cos2 φ = A2

3
sin2 φ + 2

A2

3
cos2 φ
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= A2

3

(
1 − cos2 φ

)+ 2
A2

3
cos2 φ

= A2

3
+ A2

3
cos2 φ

The complete first-order solution is then

u1 = A2

3

(
1 + K cos φ + cos2 φ

)
(10.56)

where K is another integration constant. Putting everything together and using
ε = 3m, the complete solution (which is an approximation) for the trajectory
of a light ray is

u = u0 + εu1 = A sin φ + mA2
(
1 + K cos φ + cos2 φ

)
(10.57)

The mA2 will cause a deflection of the trajectory from a straight-line path.
In an astrophysics situation, a light ray originating from a distant star ap-

proaches the Sun along an asymptotic straight line, is deflected a small amount
by the Sun’s gravitational field, and then heads off into the distance along another
asymptotic straight line. The asymptotes correspond to u = 0 and are parallel
to the x-axis. We can take φ = δ (where δ is some small angle) and use the
small angle approximation sin δ ≈ δ, cos δ ≈ 1 to write (10.57) as

u ≈ Aδ + mA2 (2 + K )

We can define a new constant κ = 2 + K , and setting this equal to zero, we find
(see Fig. 10-4)

δ = −mκ A

The minus sign indicates that the deflection is towards the Sun. Recalling that
the constant A is inversely related to the straight-line distance we found above,
we can write

δ = −mκ

r0

The total deflection is given by

� = 4m

r0
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x

y

r

δ

r0

→

Fig. 10-4. A light ray deflected by the Sun.

In the case of the Sun, a deflection of 1.75 in. of arc is predicted. The interested
reader can learn about the observational challenges and results in trying to
measure this phenomenon, which has been done successfully.

Time Delay
The final phenomenon that manifests itself in the Schwarzschild geometry is
the time travel that is required for light to go between two points. The cur-
vature induced in the spacetime surrounding a massive body like the Sun
increases the travel time of light rays relative to what would be the case in
flat space.

Again setting θ = π/2 and using ds2 = 0, we have

0 =
(

1 − 2m

r

)
dt2 −

(
1 − 2m

r

)−1

dr2 − r2dφ2

Using the previous results for light rays, we write the last piece in terms of dr
and obtain the following result:

dt2 = dr2
(
1 − 2mr2

0/r3
)

(
1 − r2

0/r2
)

(1 − 2m/r )2



230 CHAPTER 10 The Schwarzschild Solution

Taking the square root, expanding to first order, and using conventional units
(so we put ct in place of t), we obtain

cdt = dr√
1 − r2

0/r2

(
1 + 2m

r
− mr2

0

r3

)

This result can be integrated. To consider the travel time of light between Earth
and another planet in the solar system, we integrate between r0 to rp and r0 to
re, where rp is the planet radius and re is the Earth radius. The result is

ct =
√

r2
p − r2

0 +
√

r2
e − r2

0 + 2m ln

(√
r2

p − r2
0 + rp

)(√
r2

e − r2
0 + re

)
r2

0

−m



√

r2
p − r2

0

rp
+
√

r2
e − r2

0

re




The ordinary flat space distance between Earth and the planet is given by

the first term,
√

r2
p − r2

0 +
√

r2
e − r2

0 . The remaining terms indicate the in-

creased distance caused by the curvature of spacetime (i.e., by the gravita-
tional field of the Sun). These terms cause a time delay that is measurable in
the solar system. For example, radar reflections to Venus are delayed by about
200 µs.

Because of limited space our coverage of the Schwarzschild solution is in-
complete. The reader is encouraged to consult the references listed at the end
of the book for more extensive treatment.

Quiz
1. Using the variational method described in Example 4-10, the nonzero

Christoffel symbols for the Schwarzschild metric are
(a) �t

r t = dν
/

dr

�r
tt = e2(ν−λ) dν

dr , �r
rr = dλ

dr , �r
θθ = −r e−2λ, �r

φφ = −r e−2λ sin2 θ

�θ
rθ = 1

r , �θ
φφ = − sin θ cos θ

�φ
rφ = 1

r , �φ
θφ = cot θ
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(b) �t
r t = dν

/
dr

�r
tt = e2(ν−λ) dν

dr , �r
rr = dλ

dr , �r
θθ = r e−2λ, �r

φφ = −r e−2λ sin2 θ

�θ
rθ = 1

r , �θ
φφ = sin θ cos θ

�φ
rφ = − 1

r , �φ
θφ = − cot θ

(c) �r
tt = dν

dr , �r
rr = − dλ

dr , �r
θθ = −r e−2λ, �r

φφ = r e−2λ cos2 θ

�θ
rθ = 1

r , �θ
φφ = − sin θ cos θ

�φ
rφ = 1

r , �φ
θφ = cot θ

2. Suppose that we were to drop the requirement of time independence and
wrote the line element as

ds2 = e2ν(r,t) dt2 − e2λ(r,t) dr2 − r2
(
dθ2 + sin2 θ dφ2

)
The Rrt component of the Ricci tensor is given by

(a) Rrt = 1
r

dν
dt

(b) Rrt = 1
r

dλ
dt

(c) Rrt = − 1
r2

dλ
dt

For the following set of problems, we consider a Schwarzschild metric
with a nonzero cosmological constant. We make the following definition:

f (r ) = 1 − 2m

r
− 1

3
�r2

We write the line element as

ds2 = − f (r ) dt2 + 1

f (r )
dr2 + r2 dθ2 + r2 sin2 θ dφ2

3. When you calculate the Ricci rotation coefficients, you will find

(a) �r̂
t̂ t̂ = −�r3√

9r−18m−3 �r3

(b) �r̂
t̂ t̂ = 3m−�r3√

9r−18m−3 �r3

(c) �r̂
t̂ t̂ = 3m−�r3√

9r−18m
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4. When you calculate the components of the Ricci tensor, you will find
(a) −Rt̂t̂ = Rr̂r̂ = Rθ̂ θ̂ = Rφ̂φ̂ = �

(b) −Rt̂t̂ = Rr̂r̂ = Rθ̂ θ̂ = Rφ̂φ̂ = �r3

(c) −Rt̂t̂ = Rr̂r̂ = Rθ̂ θ̂ = Rφ̂φ̂ = 0

5. The Petrov type of the Schwarzschild spacetime is best described as
(a) type O
(b) type I
(c) type III
(d) type D
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CHAPTER

Black Holes

A black hole is a region of spacetime where gravity is so strong that not even
light can escape. In nature, it is believed that black holes form at the end of a stars
lifetime, when a massive star runs out of fuel and ends its life in collapse. We
shall begin our study of black holes by taking a closer look at the Schwarzschild
solution. As we will see, according to classical general relativity, a black hole
is completely characterized by just three parameters. These are

• Mass
• Charge
• Angular momentum

This characterization results in three general classes of black holes that are
studied:

• Static black holes with no charge, described by the Schwarzschild solution
• Black holes with electrical charge, described by the Reissner-Nordstrøm

solution
• Rotating black holes, described by the Kerr solution

233
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In this chapter we will consider two cases: the Schwarzschild and Kerr black
holes. To begin, let’s review the problem of coordinate singularities and see how
to remove the singularity from the Schwarzschild metric.

Redshift in a Gravitational Field
When studying black holes you will often see an infinite redshift being discussed.
Let’s take a moment to see what happens to light as it is emitted upward in a
gravitational field, that is from an observer located at some inner radius ri to an
observer positioned at some outer radius ro.

The key to seeing what happens to the light is to see how time passes for
each observer. In other words we are interested in the period of the light wave as
seen by each observer. Recall that the proper time τ is the time a given observer
measures on his or her own clock. For the Schwarzschild metric, for a stationary
observer the proper time relates to the time as measured by a distant observer
via the relationship

dτ =
√

1 − 2m

r
dt

It is a simple matter to calculate a redshift factor by comparing the proper
time for observers located at two different values of r . This is best illustrated
by an example.

EXAMPLE 11-1
Consider two fixed observers located nearby a Schwarzschild black hole. One
observer, located at r1 = 3m, emits a pulse of ultraviolet light to a second
observer located at r2 = 8m. Show that the second observer finds that the light
has been redshifted to orange.

SOLUTION 11-1
To find the redshift factor, we simply calculate the ratio dτ2/dτ1 where

dτi =
√

1 − 2m

ri
dt
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Let’s denote the redshift factor by α. Then we have

α = dτ2

dτ1
=
√

1 − 2m
r2

dt√
1 − 2m

r1
dt

=
√

1 − 2m
r2√

1 − 2m
r1

=
√

1 − 2m
8m√

1 − 2m
3m

=
√

1 − 1
4√

1 − 2
3

=
√

3
4√
1
3

=
√

9

4
= 3

2

We can take the wavelength of ultraviolet light to be λ1 ∼ 400 nm. The wave-
length that the second observer sees is then

λ2 = αλ1 = 1.5 × 400 nm = 600 nm

This is in the orange region of the spectrum, which roughly runs from 542 nm
to 620 nm.

Coordinate Singularities
Let’s step back for a moment and review the distinction between coordinate and
curvature singularities. First recall the Schwarzschild metric given in (10.33):

ds2 =
(

1 − 2m

r

)
dt2 − dr2

(1 − 2m/r )
− r2(dθ2 + sin2 θdφ2)

It’s pretty clear that the Schwarzschild metric exhibits unusual behavior at
r = 2m. For r > 2m, gtt > 0 and grr < 0. However, notice that for r < 2m,

the signs of these components of the metric reverse. This means that a world line
along the t-axis has ds2 < 0 and so describes a spacelike curve. Meanwhile, a
world line along the r -axis has ds2 > 0 and so describes a timelike curve. The
time and space character of the coordinates has reversed. This indicates that a
massive particle inside the Schwarzschild radius could not remain stationary at
a constant value of r.

Now let’s take a direct look at r = 2m. Considering gtt first, we see that at
r = 2m

gtt = 1 − 2m

2m
= 1 − 1 = 0
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While this is well behaved mathematically, the fact that gtt vanishes means
that the surface r = 2m is a surface of infinite redshift. Something unusual
is obviously going on, and we will examine this behavior again later. But for
now let’s consider the other components of the metric. While nothing unusual
happens to gθθ and gφφ , we see that grr behaves very badly. In fact, this term
blows up:

grr = − 1(
1 − 2m

/
r
) → ∞ as r → 2m

When a mathematical expression goes to infinity at some point, we call that
point a singularity. However, in geometry and in physics and hence in general
relativity, the presence of a singularity must be explored carefully. The first
question to ask is whether or not the singularity is physically real or whether it
is due to the choice of coordinates we have made.

In this case, we will find that while the surface r = 2m has some unusual
properties, the singularity is due to the choice of coordinates, and so is a coordi-
nate singularity. Simply put, by using a different set of coordinates we can write
the metric in such a way that the singularity at r = 2m is removed. However, we
will see that the point r = 0 is due to infinite curvature and cannot be removed
by a change in coordinates.

We have already seen a way to investigate this question: construct invariant
quantities—invariant quantities will not depend on our particular choice of
coordinates. In Chapter 10, we found that

Rabcd Rabcd = 48m2

r6

This invariant (it’s a scalar) tells us that the curvature tensor does blow up at
r = 0, but that at r = 2m, nothing unusual happens. This tells us that we can
remove the singularity at r = 2m by changing to an appropriate coordinate
system.

Eddington-Finkelstein Coordinates
We can study these problems further by examining the behavior of light cones
near r = 2m. Consider paths along radial lines, which means we can set
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dθ = dφ = 0. In this case, the Schwarzschild metric simplifies to

ds2 =
(

1 − 2m

r

)
dt2 − dr2(

1 − 2m
/

r
)

To study the paths of light rays, we set ds2 = 0. This leads to the following
relationship, which gives the slope of a light cone:

dt

dr
= ±

(
1 − 2m

r

)−1

(11.1)

The first thing to notice that far from r = 2m, that is as r → ∞, this equation
becomes

dt

dr
= ±1

Therefore in this limit we recover the motion of light rays in flat space (integra-
tion gives t = ±r modulo a constant, just what we would expect for light cones
in Minkowski space).

Now let’s examine the behavior as we approach smaller r , specifically ap-
proaching r = 2m. It will be helpful to examine the positive sign, which corre-
sponds to outgoing radial null curves. Then we can write (11.1) as

dt

dr
= r

r − 2m

Notice that as r → 2m, dt/dr → ∞. This tells us that the light cones are
becoming more narrow as we approach r = 2m (at r = 2m, the lines become
vertical). This effect is shown in Fig. 11-1.

We can find the key to getting rid of the singularity by integrating (11.1)
to get time as a function of r . Once again, if we take the positive sign, which
applies for outgoing radial null curves, then integration gives

t = r + 2m ln |r − 2m|

(we are ignoring the integration constant). The form of t (r ) suggests a coordinate
transformation that we can use. We now consider the tortoise coordinate, which
will allow us to write down the metric in a new way that shows only the curvature
singularity at the origin.
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t

r =2m

Fig. 11-1. Using Schwarzschild coordinates, light cones close up as they approach
r = 2m.

The Path of a Radially Infalling Particle
In the Schwarzschild geometry a radially infalling particle falling from infinity
with vanishing initial velocity moves on a path described by

(
1 − 2m

r

)
dt

dτ
= 1 and

(
dr

dτ

)2

= 2m

r

From these equations, we find that

dr/dτ

dt/dτ
= dr

dt
= −

√
2m

r

(
1 − 2m

r

)

Integration yields

t − t0 = 2

3
√

2m

(
r3/2 − r3/2

0 + 6m
√

r − 6m
√

r0

)

+ 2m ln

(√
r + √

2m
) (√

r0 − √
2m
)

(√
r0 + √

2m
) (√

r − √
2m
)
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In the limit that r becomes close to 2m, this becomes

r − 2m = 8m e−(t−t0)/2m

This indicates that if we choose to use t as the time coordinate, the surface
r = 2m is approached but never passed. We recall that t corresponds to the
proper time of a distant observer. Therefore for an outside observer far from the
black hole, a falling test body will never reach r = 2m.

Revisiting the path of a radially infalling particle using the particle’s proper
time, we have

dr

dτ
= −

√
2m

r

We assume the particle starts from r = r0 at proper time τ = τ0. Cross multi-
plying terms and integrating, we have

1√
2m

∫ r0

r

√
r ′dr ′ =

∫ τ

τ0

dτ ′

where the primes denote dummy integration variables. Integrating both sides
gives

2

3
√

2m

(
r3/2

0 − r3/2
)

= τ − τ0

Looking at this equation, the mysterious surface r = 2m makes no appearance.
The body falls continuously to r = 0 in finite proper time, in contrast to the
result seen by an outside observer. In fact, one can say that the entire evolution
of the physical universe has occurred by the time the body passes the surface
r = 2m.

To study the spacetime inside r = 2m, we need to remove the coordinate
singularity. We take this up in the next section.

Eddington-Finkelstein Coordinates
The first attempt to get around the problem of the coordinate singularity was
made with Eddington-Finkelstein coordinates. First we introduce a new coor-
dinate r∗ called the tortoise coordinate
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r∗ = r + 2m ln
( r

2m
− 1
)

(11.2)

along with two null coordinates

u = t − r∗ and v = t + r∗ (11.3)

From (11.2) we find

dr∗ = dr + 2m

(r/2m − 1)

(
1

2m

)
dr = dr + dr

(r/2m − 1)

= (r/2m − 1)

(r/2m − 1)
dr + dr

(r/2m − 1)
=
( r

2m

) dr

(r/2m − 1)

= dr

1 − 2m/r

Now we use (11.3) to write

dt = dv − dr∗

= dv − dr(
1 − 2m

/
r
)

⇒ dt2 = dv2 − 2
dv dr(

1 − 2m
/

r
) + dr2(

1 − 2m
/

r
)2

Substitution of this result into the Schwarzschild metric gives the Eddington-
Finkelstein form of the metric

ds2 =
(

1 − 2m

r

)
dv2 − 2 dv dr − r2

(
dθ2 + sin2 θ dφ2

)
(11.4)

While the curvature singularity at r = 0 is clearly evident, in these new coor-
dinates the metric is no longer singular at r = 2m. Once again, let’s consider
the radial paths of light rays by setting dθ = dφ = 0 and ds2 = 0. This time we
find

(
1 − 2m

r

)
dv2 − 2 dv dr = 0
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Dividing both sides by dv2, we obtain

(
1 − 2m

r

)
− 2

dr

dv
= 0

If we set r = 2m, then we have dr/dv = 0; that is, the radial coordinate velocity
of light has vanished. We can integrate to find that r (v) = const, which describes
light rays that stay right where they are, neither outgoing nor ingoing.

Rearranging terms gives

dv

dr
= 2(

1 − 2m
/

r
)

Integrating, we find that

v (r ) = 2 (r + 2m ln |r − 2m|) + const

This equation gives us the paths that radial light rays will follow using (v , r )
coordinates. If r > 2m, then as r increases, v increases. This describes the be-
havior we would expect for radial light rays that are outgoing. On the other hand,
if r < 2m, as r decreases, v increases. So the light rays are ingoing.

In these coordinates, light cones no longer become increasingly narrow and
they make it past the line r = 2m; however, the fact that the time and radial
coordinates reverse their character inside r = 2m means that light cones tilt
over in this region (see Fig. 11-2).

In summary, we have found the following:

• The surface defined by r = 2m is a coordinate singularity. We can find a
suitable change of coordinates to remove the singularity.

• However, the surface r = 2m defines a one-way membrane called the
event horizon. It is possible for future-directed lightlike and timelike
curves to cross from r > 2m to r < 2m, but the reverse is not possible.
Events inside the event horizon are hidden from external observers.

• Moving in the direction of smaller r , light cones begin to tip over. At
r = 2m, outward traveling photons remain stationary.

• For r < 2m, future-directed lightlike and timelike curves are directed
toward r = 0.

• The Schwarzschild coordinates are well suited for describing the geome-
try over the region 2m < r < ∞ and − ∞ < t < ∞; however, another
coordinate system must be used to describe the point r = 2m and the
interior region.
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v

r 

r=2m 

Fig. 11-2. Using Eddington-Finkelstein coordinates (v, r ) removes the coordinate
singularity at r = 2m. As r gets smaller, light cones tip over. For r < 2m, all geodesics

directed toward the future head toward r = 0.

Kruskal Coordinates
Kruskal-Szekeres coordinates allow us to extend the Schwarzschild geometry
into the region r < 2m. Two new coordinates which we label u and v are intro-
duced. They are related to the Schwarzschild coordinates t, r in the following
ways, depending on whether r < 2m or r > 2m:

r > 2m:

u = er/4m

√
r

2m
− 1 cosh

t

4m
(11.5)

v = er/4m

√
r

2m
− 1 sinh

t

4m

r < 2m:

u = er/4m

√
1 − r

2m
sinh

t

4m
(11.6)

v = er/4m

√
1 − r

2m
cosh

t

4m
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The Kruskal form of the metric is given by

ds2 = 32m3

r
e−r/2m

(
du2 − dv2

)+ r2
(
dθ2 + sin2 θdφ2

)
(11.7)

These coordinates are illustrated in Fig. 11-3. These coordinates exhibit the
following features:

• The “outside world” is labeled by O is the region r ≥ 2m, which corre-
sponds to u ≥ |v|.

• The line u = v corresponds to the Schwarzschild coordinate t → ∞
while u = −v corresponds to t → −∞.

• The region inside the event horizon, which is r < 2m, corresponds to
v > |u|.

• In Kruskal coordinates, light cones are 45◦.

We also have the following relationships:

u2 − v2 =
( r

2m
− 1
)

er/2m and
v

u
= tanh

t

4m
(11.8)

The coordinate singularity at r = 2m corresponds to u2 − v2 = 0. The real,
curvature singularity r = 0 is a hyperbola that maps to

v2 − u2 = 1

Once again we can examine the paths of light rays by studying ds2 = 0. For the
Kruskal metric, we have

ds2 = 0 = 32m3

r
e−r/2m

(
du2 − dv2

)
This immediately leads to

(
du

dv

)2

= 1

In Kruskal coordinates massive bodies move inside light cones and have slope

(
dv

du

)2

> 1
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v

u
O'

O

I

I'

r = 2m, t = +∞

r = 2m, t = −∞

r = const

r = 0

r = 0

A

Fig. 11-3. An illustration of Kruskal coordinates. Regions O and O′ are outside the event
horizon and so correspond to r > 2m. Regions I and I′ correspond to regions r < 2m.

The hyperbola r = const is some constant radius outside of r = 2m; it could, for
example, represent the surface of a star.

which tells us that the velocity of light is 1 everywhere. Therefore there is no
boundary to light propagation in these coordinates. Furthermore,

• u serves as a global radial marker.
• v serves as a global time marker.
• The metric is equivalent to the Schwarzschild solution but does not cor-

respond to flat spherical coordinates at large distances.
• There is no coordinate singularity at r = 2m.
• It still has the real singularity at r= 0.

In Fig. 11-3, the dashed line indicated by A represents a light ray traveling
radially inward. The slope is −1 and in Kruskal coordinates it must hit the
singularity at r = 0.

The Kerr Black Hole
Observation of astronomical objects like the Earth, Sun, or a neutron star reveals
one fact: most (if not all) of them rotate. While the Schwarzschild solution
still works as a description of the spacetime around a slowly rotating object,
to accurately describe a spinning black hole we need a new solution. Such a
solution is given by the Kerr metric.

The Kerr metric reveals some interesting new phenomena that are wholly
unexpected. For example, we will find that an object that is placed near a spinning
black hole cannot avoid rotating along with the black hole—no matter what state
of motion we give to the object. Put a rocket ship there. Fire the most powerful
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engines that can be constructed so that the rocket ship will move in a direction
opposite to that in which the black hole is rotating. But the engines cannot help—
no matter what we do—the rocket ship will be carried along in the direction of
rotation. In fact, we will see below the rotation even effects light!

We’re also going to see that a rotating black hole has two event horizons. In
between these event horizons is a region called the ergosphere, and we will see
that it is there where the effects of rotation are felt.

It is also possible to extract energy from a Kerr black hole using a method
known as the Penrose process. Let’s get started examining the Kerr black hole
by making some definitions.

As you know a spinning object is characterized by its angular momentum.
When describing a black hole, physicists and astronomers give the angular
momentum the label J and are usually concerned with angular momentum per
unit mass. This is given by a = J/M, and if we are using the “gravitational
mass” for M then the units of a are given in meters. With the Kerr metric, the
effects of spinning on the spacetime around the black hole will be seen by the
presence of angular momentum in the metric along with mixed or cross terms.
These are terms of the form dt dφ that indicate a change in angle with time—a
rotation.

The Kerr metric is a bit complicated, and so we are simply going to state what
it is. To simplify notation, we make the following definitions:

� = r2 − 2mr + a2

� = r2 + a2 cos2 θ

where, as defined above, a is the angular momentum per unit mass. With these
definitions the metric describing the spacetime around a rotating black hole is

ds2 =
(

1 − 2mr

�

)
dt2 4amr sin2 θ

�
dt dφ − �

�
dr2 − �dθ2

−
(

r2 + a2 + 2a2mr sin2 θ

�

)
sin2 θdφ2 (11.9)

We have written the metric in Boyer-Lindquist coordinates. The components
of the metric tensor are given by

gtt =
(

1 − 2mr

�

)
, gtφ = gφt = 2mar sin2 θ

�
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grr = −�

�
, gθθ = −�, gφφ = −

(
r2 + a2 + 2ma2r sin2 θ

�

)
sin2 θ

(11.10)

Note that the metric components are independent of t and φ. This implies that
two suitable killing vectors for the spacetime are ∂t and ∂φ. To invert this com-
plicated metric, we first make the observation that the off-diagonal terms involve
only gtφ. Therefore, we can invert the terms grr and gθθ using

grr grr = 1 ⇒ grr = −�

�
, gθθ gθθ = −1 ⇒ gθθ = − 1

�
(11.11)

To find the other components, we form the matrix

(
gtt gtφ

gφt gφφ

)
=



(

1 − 2mr∑ )
2mar sin2 θ∑

2mar sin2 θ∑ −
(

r2 + a2 + 2ma2r sin2 θ∑
)

sin2 θ




(11.12)

This matrix can be inverted with a great deal of tedious algebra, or using com-
puter (the path we choose), which gives

gtt =
(
r2 + a2

)2 − �a2 sin2 θ

��
, gtφ = 2mar

��

gφφ = −� − a2 sin2 θ

��
(11.13)

The fact that there are mixed components of the metric tensor leads to some
interesting results. For example, we can consider the four momentum of a par-
ticle with components

(
pt , pr , pθ , pφ

)
. Notice that

pt = gta pa = gtt pt + gtφ pφ

pφ = gφa pa = gφt pt + gφφ pφ

and so a particle will have a nonzero pφ = gφt pt even when pφ = 0.

It is possible to simplify matters a bit and still get to the essential features of
the Kerr metric. Let’s consider the equatorial plane, which is a plane that cuts
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right through the equator of a sphere. If we imagine the sphere being the earth
or some other rotating body, the plane is perpendicular to spin axis.

In the case of a black hole, we can also imagine a plane through the center
of the black hole and perpendicular to the spin axis. In this case, θ = 0, which
means that cos θ = 1 and dθ = 0. Looking at the metric in (11.9) together with
the definitions of � and �, we see that the metric is greatly simplified. We can
write

ds2 =
(

1 − 2m

r

)
dt2 + 4ma

r
dtdφ − 1(

1 − 2m
r + a2

r2

)dr2

−
(

1 + a2

r2
+ 2ma2

r3

)
r2dφ2 (11.14)

With this simplified metric, some features of the spacetime about a spinning
black hole jump out at you rather quickly. First let’s note that the time coordinate
used in the metric, t , is the time recorded by a distant observer as it was for the
Schwarzschild metric. With this in mind, let’s follow the same procedure used
with the Schwarzschild metric and note where terms go to zero or blow up.

The first thing to note about this metric is that the coefficient gtt is the same
as that we saw in the Schwarzschild metric (10.33). Let’s set it to zero to get

1 − 2m

r
= 0

Solving for r , this term goes to zero at rs = 2m. This is the same value we found
in the Schwarzschild case, but since the present metric is more complicated we
are going to find other values of r where interesting things are happening. So
we call this the static limit. More on this in a moment. For now, let’s turn to the
grr term. It is here that we see the first impact of rotation. In the Schwarzschild
case we were interested in seeing where this term blew up. We are in this case as
well, and notice that now grr depends on the angular momentum per unit mass
a. We have

grr = − 1(
1 − 2m

r + a2

r2

)
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which means that this term will blow up when

1 − 2m

r
+ a2

r2
= 0 (11.15)

Multiplying through by r2 we obtain the following quadratic equation:

r2 − 2mr + a2 = 0

with solutions given by (using the quadratic formula)

r± = −b ± √
b2 − 4ac

2a
= 2m ± √

4m2 − 4a2

2
(11.16)

Looking at this result, we see that in the case of a rotating black hole, there
are two horizons! First, it is reassuring to note that if we consider a nonrotating
black hole by setting a = 0, we get back the Schwarzschild result; that is,

r± = 2m ± √
4m2 − 0

2
= m ± m

⇒ r = 2m or r = 0

Now let’s consider the case of interest here, where a �= 0. If we take the
positive sign we obtain an outer horizon while the minus sign gives us an inner
horizon. The inner horizon goes by the name the Cauchy horizon.

Let’s consider the maximum angular momentum that can be found. We can
find this rather easily. Notice the term under the square root sign in (11.16). We
have

√
4m2 − 4a2 = 2

√
m2 − a2. This term is real only when m2 − a2 ≥ 0.

The inner radius is going to attain a maximum when a = m. In fact, looking at
(11.16), we see that in this case we obtain r± = m. The inner and outer horizons
coincide.

Returning to the two horizons associated with the Kerr metric, let’s label the
inner and outer horizons by r±. These are genuine horizons; that is, they are
one-way membranes where you can cross going in, but can’t come out. As we
mentioned above, the two one-way membranes or horizons are given by

r± = m ±
√

m2 − a2
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We take the outer horizon to be

r+ = m +
√

m2 − a2

This horizon represents a boundary between the black hole and the outside
world. It is analogous to the Schwarzschild horizon that we found in the case of
a nonrotating black hole, and as we noted above, if you set a = 0 then you will
get the familiar result r = 2m. Now, turning to the inner horizon represented
by r− = m − √

m2 − a2, note that since it resides inside the outer horizon, it is
inaccessible to an outside observer.

Earlier we noted that in the Kerr geometry at rs = 2m, the time compo-
nent of the metric vanishes, i.e., gtt = 0. The solution rs = 2m can be de-
scribed as an outer infinite redshift surface that lies outside of the outer horizon
r+ = m + √

m2 − a2. Particles and light can cross the infinite redshift sur-
face in either direction. But think of the surface represented by the horizon
r+ = m + √

m2 − a2 as the “actual” black hole. It is the one-way membrane
that represents the point of no return. If a particle or light beam passes it, escape
is not possible. Interestingly, however, at θ = 0, π the horizon and the surface
of infinite redshift coincide, and so at these points if light or massive bodies
cross, they cannot escape.

The volume between these surfaces defined by the static limit and the hori-
zon, that is, the region where r+ < r < rs, is called the ergosphere. Inside the
ergosphere one finds the frame-dragging effect: an object inside this region is
dragged along regardless of its energy or state of motion. More formally we can
say that inside the ergosphere, all timelike geodesics rotate with the mass that
is the source of the gravitational field.

In between the two horizons where r− < r < r+, r becomes a timelike co-
ordinate. This is just like the Schwarzschild case. This means that if we were
to find ourselves in this region, no matter what we do, we would be pulled with
inevitability to the Cauchy horizon r = r− in the same way that we all march
through life to the future. It is believed that the Kerr solution describes the
geometry accurately up to the Cauchy horizon.

Frame Dragging
The rotational nature of the Kerr solution leads to an interesting effect known as
frame dragging. We imagine dropping a particle in from infinity with zero an-
gular momentum. This particle will acquire an angular velocity in the direction
in which the source is rotating. An easy way to describe this phenomenon is to
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consider the momentum four vector and the components of the metric tensor.
Looking at the inverse components of the metric (11.13) consider the ratio

gtφ

gtt
= 2mar

(r2 + a2)2 − �a2 sin2 θ
= ω (11.17)

Now imagine a massive particle dropped in with zero angular momentum.
The angular velocity is given by

dφ

dt
= dφ/dτ

dt/dτ
= pφ

pt

With pφ = 0, we have pt = gtt pt and pφ = gφt pt and so this expression be-
comes, using (11.17),

pφ

pt
= gφt

gtt
= ω = 2mar

(r2 + a2)2 − �a2 sin2 θ

Note that the angular velocity is proportional to terms that make up the metric,
and so think of it as being due to the gravitational field. Therefore, we see that if
we drop a particle in from infinity with zero angular momentum, it will pick up an
angular velocity from the gravitational field. This effect is called frame dragging
and it causes a gyroscopic precession effect known as the Lense-Thirring effect.
In the equatorial plane we have θ = 0 and so sin2 θ = (1/2) (1 − cos 2θ) = 0,
giving a simplified expression for the angular velocity given by

ω = 2mar

(r2 + a2)2

Let’s consider what happens to light near a Kerr black hole. More specifically,
we consider light that initially moves on a tangential path (so we set dr = 0).
Recall that for a null ray ds2 = 0, and so confining ourselves to the equatorial
plane using (11.14) we find the following relation for light:

0 =
(

1 − 2m

r

)
dt2 + 4ma

r
dtdφ −

(
1 + a2

r2
+ 2ma2

r3

)
r2dφ2 (11.18)
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To simplify notation, we follow Taylor and Wheeler (2000) and introduce the
reduced circumference

R2 = r2 + m2 + 2m3

r
(11.19)

Then (11.18) can be written in the more compact form

0 =
(

1 − 2m

r

)
dt2 + 4ma

r
dt dφ − R2 dφ2 (11.20)

Dividing through (11.20) by dt2 and then by − R2 gives us the following
quadratic equation for dφ/dt :

(
dφ

dt

)2

− 4ma

r R2

dφ

dt
− 1

R2

(
1 − 2m

r

)
= 0 (11.21)

We wish to consider an important special case, the static limit where r =
rs = 2m. In this case notice that the last term in (11.21) vanishes:

1 − 2m

r
= 1 − 2m

2m
= 1 − 1 = 0

Meanwhile, at the static limit R2 = 6m2 and the middle coefficient in (11.21)
becomes

4ma

r R2
= 4ma

(2m)6m2
= 4ma

12m3
= a

3m2

Putting these results together, at the static limit (11.21) can be written as

(
dφ

dt

)2

− a

3m2

dφ

dt
= 0 (11.22)

There are two solutions to this equation, given by

dφ

dt
= a

3m2
and

dφ

dt
= 0 (11.23)

The first solution, dφ

dt = a
3m2 , represents light that is emitted in the same direction

in which the black hole is spinning. This is a very interesting result indeed; note
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that the motion of the light is constrained by the angular momentum a of the black
hole! The second solution, however, represents an even more astonishing result.
If the light is emitted in the direction opposite to that of the black hole’s rotation,
then dφ

dt = 0; that is, the light is completely stationary! Since no material particle
can attain a velocity that is faster than that of light, it is absolutely impossible
to move in a direction opposite to that of the black hole’s rotation. No rocket
ship, probe, or elementary particle can do it.

The Singularity
Following the process outlined in the Schwarzschild case, we wish to move
beyond the coordinate singularity and consider any singularity we can find from
invariant quantities. In this case we again consider the invariant quantity formed
from the Riemann tensor Rabcd Rabcd, which leads to a genuine singularity
described by

r2 + a2 cos2 θ = 0

In the equatorial plane, again we have θ = 0 and the singularity is described
by the equation r2 + a2 = 0. This rather innocuous equation actually describes
a ring of radius a that lies in the x–y plane. So—for a rotating black hole—the
intrinsic singularity is not given by r = 0—but is instead a ring of radius a that
lies in the equatorial plane with z = 0.

A Summary of the Orbital Equations for the
Kerr Metric

The equations that govern the orbital motion of particles in the Kerr metric are
given by

∑
ṙ = ±

√
Vr∑

θ̇ = ±
√

Vθ∑
φ̇ = − (aE − Lz/ sin2 θ

)+ a

�
P (11.24)
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∑
ṫ = −a

(
aE sin2 θ − Lz

)+ r2 + a2

�
P

where the derivative is in respect to the proper time or an affine parameter. The
extra quantities defined in these equations are

P = E
(
r2 + a2

)− Lza

Vr = P2 − �
[
µ2r2 + (Lz − aE)2 + A

]
Vθ = A − cos2 θ

[
a2
(
µ2 − E2

)+ L2
z/ sin2 θ

]

where E = conserved energy

Lz = conserved z component of angular momentum

A = conserved quantity associated with total angular momentum

µ = particles rest mass

Further Reading
The study of black holes is an interesting, but serious and complicated topic. A
great deal of this chapter was based on a very nice introduction to the subject,
Exploring Black Holes: An Introduction to General Relativity by Edwin F. Taylor
and John Archibald Wheeler, Addison-Wesley, 2000.

For a more technical and detailed introductory exposition on black holes
consult D’Inverno (1992). There one can find a good description of black holes,
charged black holes, and Kerr black holes.

One interesting phenomenon associated with rotating black holes we are
not able to cover owing to space limitations is the Penrose process. This is a
method that could be used to extract energy from the black hole. See Chapter
15 of Hartle (2002) or pages F21–F30 of Taylor and Wheeler (2000) for more
information.

Our definition of the orbital equations was taken from Lightman, Press, Price,
and Teukolsky (1975), which contains several solved problems related to black
holes.
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To see how to choose an orthonormal tetrad to use with this metric and the
results of calculations of the curvature tensor, consult http://panda.unm.edu/
courses/finley/p570/handouts/kerr.pdf.

Quiz
1. Which of the following could not be used to characterize a black hole?

(a) Mass
(b) Electron density
(c) Electric charge
(d) Angular momentum

2. Using Eddington-Finkelstein coordinates, one finds that
(a) the surface defined by r = 2m is a genuine singularity
(b) moving along the radial coordinate, in the direction of smaller r ,

light cones begin to tip over. At r = 2m, outward traveling photons
remain stationary.

(c) moving along the radial coordinate, in the direction of smaller r ,
light cones begin to become narrow. At r = 2m, outward traveling
photons remain stationary.

(d) moving along the radial coordinate, in the direction of smaller r ,
light cones remain stationary. At r = 2m, outward traveling photons
remain stationary.

3. In Kruskal coordinates, there is a genuine singularity at
(a) r = 0
(b) r = 2m
(c) r = m

4. Frame dragging can be best described as
(a) an intertial effect
(b) a particle giving up angular momentum
(c) a particle, initially having zero angular momentum, will ac-

quire an angular velocity in the direction in which the source is
rotating

(d) a particle, initially having zero angular momentum, will acquire an
angular velocity in the direction opposite to that in which the source
is rotating

5. The ergosphere can be described by saying
(a) inside the ergosphere, all timelike geodesics rotate with the mass that

is the source of the gravitational field

http://panda.unm.edu/courses/finley/p570/handouts/kerr.pdf
http://panda.unm.edu/courses/finley/p570/handouts/kerr.pdf


CHAPTER 11 Black Holes 255

(b) the ergosphere is a region of zero gravitational field
(c) inside the ergosphere, spacelike geodesics rotate with the mass that

is the source of the gravitational field
(d) no information can be known about the ergosphere
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CHAPTER

Cosmology

We now turn to the study of the dynamics of the entire universe, the science
known as cosmology. The mathematical study of cosmology turns out to be
relatively simple for two reasons. The first is that gravity dominates on large
scales, so we don’t need to consider the local complexity that arises from the
nuclear and electromagnetic forces. The second reason is that on large enough
scales, the universe is to good approximation homogeneous and isotropic. By
large enough scales, we are talking about the level of clusters of galaxies. We
apply the terms homogeneous and isotropic to the spatial part of the metric only.

By homogeneous, we mean that the geometry (i.e., the metric) is the same
at any one point of the universe as it is at any other. Remember, we are talking
about the universe on a large scale, so we are not considering local variations
such as those in the vicinity of a black hole.

An isotropic space is one without any preferred directions. If you do a rotation,
the space looks the same. Therefore, we can say an isotropic space is one for
which the geometry is spherically symmetric about any point.

Incorporating these two characteristics into the spatial part of the metric al-
lows us to consider spaces of constant curvature. The curvature in a space is

256
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denoted by K . Consider an n-dimensional space Rn. A result from differential
geometry known as Schur’s theorem tells us that if all points in some neighbor-
hood N about a point are isotropic, and the dimension of the space is n ≥ 3,
then the curvature K is constant throughout N .

In our case we are considering a globally isotropic space, and therefore K is
constant everywhere. At an isotropic point in Rn, we can define the Riemann
tensor in terms of the curvature and the metric using

Rabcd = K (gacgbd − gad gbc) (12.1)

In our case, keep in mind that we will be able to apply this result only to the
spatial part of the metric.

The observation that on large scales the universe is homogeneous and
isotropic is embodied in a philosophical statement known as the cosmologi-
cal principle.

The Cosmological Principle
Copernicus told us that the Earth is not the center of the solar system. This
idea can be generalized to basically say that the Earth is not the center of the
universe. We call this statement the cosmological principle. Basically, we are
saying that the universe is the same from point to point.

A Metric Incorporating Spatial Homogeneity
and Isotropy

As we mentioned earlier, the properties of homogeneity and isotropy apply
only to the spatial part of the metric. Observation indicates that the universe
is evolving in time and therefore we cannot extend these properties to include
all of spacetime. This type of situation is described by using gaussian normal
coordinates.

A detailed study of gaussian normal coordinates is beyond the scope of this
book, but we will take a quick look to understand why the metric can be written
in the general form:

ds2 = dt2 − a2 (t) dσ 2



258 CHAPTER 12 Cosmology

 

Q(t2, x, y, z,)

P(t1, x, y, z,)S

S′

Fig. 12-1. A geodesic at the same spatial point, moving through time.

where dσ 2 is the spatial part of the metric and a (t) the scale factor, a function
that implements the evolution in time of the spatial part of the metric. Note that
if a(t) >0, we are describing an expanding universe.

We model the universe in the following way. At a given time, it is spatially
isotropic and homogeneous, but it evolves in time. Mathematically we represent
this by a set of three-dimensional spacelike hypersurfaces or slices S stacked
one on top of the other. An observer who sits at a fixed point in space remains
at that point but moves forward in time. This means that the observer moves
along a geodesic that is parallel with the time coordinate.

Suppose that S′ represents the spacelike hypersurface at some time t1 and
that S′ is a spacelike hypersurface at a later time t2. Let us denote two points on
these slices as P and Q, and consider a geodesic that moves between the two
points (see Fig. 12-1).

Since the observer is sitting at the same point in space, the spatial coordinates
of the points Pand Q are unchanged as we move from S to S′. Therefore, the arc
length of the geodesic is given by the time coordinate; i.e., t2 − t1 = arc length
of the geodesic. More precisely, we can write

ds2 = dt2

Therefore, the component of the metric must be gtt = 1. To derive the form
of the spatial component of the metric, we rely on our previous studies. The
Schwarzschild metric had the property of spherical symmetry—which is exactly
what we are looking for. Let’s recall the general form of the Schwarzschild
metric:

ds2 = e2ν(r ) dt2 − e2λ(r ) dr2 − r2
(
dθ2 + sin2 θ dφ2

)
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Using this as a guide, we write the spatial component of the metric in the present
case in the following way:

dσ 2 = e2 f (r ) dr2 + r2 dθ2 + r2 sin2 θ dφ2

We could go through the long and tedious process of deriving the Christoffel
symbols and the components of the Ricci tensor to find e2 f (r ). However, there is
an easier method available. The similarity in form to the Schwarzschild metric
means that we can quickly derive the function e2 f (r ) by using our previous
results. Recalling our results for the Schwarzschild metric

Rt̂t̂ =
[

d2ν

dr2
+
(

dν

dr

)2

−
(

dν

dr

)(
dλ

dr

)
+ 2

r

dν

dr

]
e−2λ(r )

Rr̂r̂ = −
[

d2ν

dr2
+
(

dν

dr

)2

−
(

dν

dr

)(
dλ

dr

)
− 2

r

dλ

dr

]
e−2λ(r )

Rθ̂ θ̂ = −1

r

dν

dr
e−2λ + 1

r

dλ

dr
e−2λ + 1 − e−2λ

r2

Rφ̂φ̂ = −1

r

dν

dr
e−2λ + 1

r

dλ

dr
e−2λ + 1 − e−2λ

r2

we can solve the problem by focusing on one term. It is the easiest to choose
Rr̂r̂ and work in the coordinate basis. We can write Rr̂r̂ in the coordinate basis as

Rrr = −
[

d2ν

dr2
+
(

dν

dr

)2

−
(

dν

dr

)(
dλ

dr

)
− 2

r

dλ

dr

]
(12.2)

We can obtain the equations in the present case by setting ν → 0 and λ → f .
So for Rrr , we have

Rrr = 2

r

d f

dr
(12.3)

Using (12.1), Ri jkl = K
(
gik g jl − gil g jk

)
, we can obtain the Ricci tensor in terms

of K and the metric. We have labeled the indices using (i, j, k, l) because we
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are considering only the spatial part of the metric. The Ricci tensor is defined
as

Rjl = Rk
jkl

We obtain the contraction via

Rk
jkl = gki Ri jkl

= gki K
(
gik g jl − gil g jk

)
= K

(
gki gik g jl − gki gil g jk

)
= K

(
δk

k gjl − δk
l g jk

)
= K

(
δk

k gjl − gjl

)
We are working in three dimensions, and the Einstein summation conven-

tion is being used, and so δk
k = 1 + 1 + 1 = 3. This means that the Ricci

tensor for three dimensions in the constant curvature case is given by R jl =
K
(
3g jl − g jl

) = 2K g jl . We can use this with our results we obtained by com-
parison to the Schwarzschild solution to quickly find the function e2 f.

Now, looking at dσ 2 = e2 f (r ) dr2 + r2 dθ2 + r2 sin2 θ dφ2, we can write the
metric as

gij =

e2 f 0 0

0 r2 0
0 0 r2 sin2 θ




Using R jl = 2K gjl together with (12.3) and grr = e2 f , we obtain the following
differential equation:

2

r

d f

dr
= 2K e2 f

Cross multiplying we obtain

e−2 f d f = Kr dr
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Integration yields

−1

2
e−2 f = K

r2

2
+ C

where C is a constant of integration. Solving we find

e2 f = 1

C − Kr2
(12.4)

To find the constant C , we can use the other components of the Ricci tensor.
In the coordinate basis, Rθθ for the Schwarzschild metric is Rθθ = 1 − e−2λ +
r e−2λ (λ′ − ν ′). Therefore in the present case we have, using ν → 0 and λ → f,

Rθθ = 1 − e−2 f + r e−2 f d f

dr

Let’s rewrite this, using our previous results. We found that 2
r

d f
dr = 2K e2 f ;

therefore,

r e−2 f d f

dr
= r e−2 f

(
Kr e2 f

) = Kr2

Using this along with (12.4), we can rewrite Rθθ as

Rθθ = 1 − e−2 f + r e−2 f d f

dr
= 1 − C + Kr2 + Kr2 = 1 − C + 2Kr2

Now we use R jl = 2K g jl together with gθθ = r2. We have Rθθ = 2K gθθ =
2Kr2. Therefore, we have 1 − C + 2Kr2 = 2Kr2 or 1 − C = 0 ⇒ C = 1.

The final result is then

e2 f = 1

1 − Kr2

and we can write the spatial part of the metric as

dσ 2 = dr2

1 − kr2
+ r2 dθ2 + r2 sin2 θ dφ2 (12.5)

The curvature constant K is normalized and denoted by k (we can absorb any
constants into the scale factor). There are three cases to consider. If k = +1,
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this corresponds to positive curvature, while k = −1 corresponds to negative
curvature, and k = 0 is flat. We consider each of these cases in turn.

Spaces of Positive, Negative, and
Zero Curvature

With the normalized curvature k there are three possibilities to consider: pos-
itive, negative, and zero curvature. To describe these three surfaces, we write
(12.5) in the more general form

dσ 2 = dχ2 + r2 (χ ) dθ2 + r2 (χ ) sin2 θ dφ2 (12.6)

A space with positive curvature is specified by setting k= 1 in (12.5) or by
setting r (χ ) = sin χ in (12.6). Doing so we obtain the metric

dσ 2 = dχ2 + sin2 (χ ) dθ2 + sin2 (χ ) sin2 θ dφ2

In order to understand this space, we examine the surface we obtain if we set
θ to some constant value: we take θ = π/2. The surface then turns out to be a
two sphere (see Fig. 12-2). The line element with θ = π/2 is

dσ 2 = dχ2 + sin2 (χ ) dφ2

Fig. 12-2. An embedding diagram for a space of positive curvature. We take θ = π/2,
for which the two surface is a sphere.
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A three-dimensional space that has constant curvature has two analogies with
the surface of a sphere. If we start at some point and travel in a straight line
on the sphere, we end up at the same point eventually. This would also be true
moving in the three-dimensional space of a universe with positive curvature.
Second, if we add up the angles of a triangle drawn on the surface, we would
find that the sum was greater than 180◦.

Next we consider a space of negative curvature, which means that we take
k = −1. In this case, we set r = sinh χ and the line element becomes

dσ 2 = dχ2 + sinh2 (χ ) dθ2 + sinh2 (χ ) sin2 θ dφ2

When we use this as the spatial line element for the universe dt2 − a2 (t) dσ 2,
spatial slices have the remarkable property that they have infinite volume. In
this case, the sum of the angles of a triangle add up to less than 180◦.

Once again considering θ = π/2 in order to obtain an embedding diagram,
we obtain

dσ 2 = dχ2 + sinh2 (χ ) dφ2

The embedding diagram for a surface with negative curvature is a saddle (see
Fig. 12-3).

Finally, we consider the case of zero curvature for which k = 0. It turns out
that current observations indicate that this is the closest approximation to the
real universe we live in. In this final case, we set r = χ and we can write the
line element as

dσ 2 = dχ2 + χ2 dθ2 + χ2 sin2 θ dφ2

Fig. 12-3. A surface of negative curvature is a saddle.
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Fig. 12-4. When k = 0, space is perfectly flat.

which is nothing but good old flat Euclidean space. Setting θ = π/2, we obtain
a flat plane for the embedding diagram (see Fig. 12-4).

Useful Definitions
We now list several definitions that you will come across when reading about
cosmology.

THE SCALE FACTOR
The universe is expanding and therefore its size changes with time. The spatial
size of the universe at a given time t is called the scale factor. This quantity is var-
iously labeled R (t) and a (t) by different authors. In this chapter we will denote
the scale factor by a (t). Observation indicates that the universe is expanding as
time moves forward and therefore a (t) > 0.

THE GENERAL ROBERTSON-WALKER METRIC
The Robertson-Walker metric is defined by

ds2 = dt2 − a2 (t) dσ 2

where dσ 2 is given by one of the constant curvature metrics described by (12.6)
in spaces of positive, negative, and zero curvature.

MATTER DENSITY
Matter is all the stuff in the universe—stars, planets, comets, asteroids, and
galaxies (and whatever else there may be). When constructing the stress-energy
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tensor, we model matter as dust. We will indicate the energy density of matter as
ρm. The pressure Pm = 0. Just as a model to keep in your head for the moment,
think of the universe as a box filled with a diffuse gas, with the particles that make
up the gas representing galaxies. The expansion of the universe is represented by
the volume of the box expanding. But the number of particles in the box remains
the same—therefore, the number density decreases with the expansion. In the
real universe, we model this behavior by saying as the universe expands, the
energy density of matter ρm decreases.

RADIATION DENSITY
We indicate the energy density of radiation by ρR and the pressure by PR and
treat radiation as a perfect fluid. As the universe expands, the radiation density
(think in terms of photons) decreases like it does in the case of matter. However,
the energy density for radiation decreases faster because photons are redshifted
as the universe expands, and hence loose energy.

VACUUM DENSITY
Recent evidence indicates that the expansion of the universe is accelerating,
and this is consistent with a nonzero cosmological constant. The cosmological
constant represents vacuum energy that is modeled as a perfect fluid with the
condition that ρ = −p.

MATTER-DOMINATED AND
RADIATION-DOMINATED UNIVERSES
The evolution of the scale factor a (t) is influenced by whether or not the universe
is matter dominated or radiation dominated. The ratio of ρM/ρR tells us whether
the universe is matter or radiation dominated. In our time, observation indicates
that the ratio ρM/ρR ∼ 103 and therefore the universe is matter dominated. In the
early history of the universe, it was radiation dominated. We will see later that
as the universe ages, it will eventually become dominated by vacuum energy.

THE HUBBLE PARAMETER
The Hubble constant or Hubble parameter indicates the rate of expansion of the
universe. It is defined in terms of the time derivative of the scale factor as

H = ȧ

a
(12.7)
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Remember that the scale factor is a measure of the size of the universe. From
the equation, the units of the Hubble constant can be seen to be sec−1. How-
ever, for convenience in astronomical applications the units are often stated as
km/sec/Mpc, where Mpc are megaparsecs, which is a measure of distance (see
below). In addition, there is a great deal of uncertainty about the actual value of
the Hubble constant; therefore, it is often defined as H0 = 100h km/sec/Mpc
where present evidence indicates h ∼ 0.7.

THE HUBBLE TIME
The inverse of the Hubble constant is the Hubble time, which is a rough estimate
of the age of the universe. At the Hubble time, all galaxies in the universe were
located at the same point. The Hubble length is a measure of cosmological
scales, and is given by d = c/H0.

HUBBLE’S LAW
The distance of a galaxy from us is related to its velocity by Hubble’s law

v = H0r

THE DECELERATION PARAMETER
We can quantify the rate of change of the expansion with the deceleration
parameter. It has a simple definition

q = −aä

ȧ2

OPEN UNIVERSE
An open universe is one that expands forever. The geometry of an open universe
is one of negative curvature (think potato chip or saddle, as in Fig. 12-4) and it
can in principle extend to infinity. For an open universe, k = −1.

CLOSED UNIVERSE
A closed universe expands to some maximum size, then reverses, and then falls
back on itself. Think of a closed universe as a sphere. From our discussion in
the previous section, this corresponds to k = +1 and is illustrated in Fig. 12-2.
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FLAT UNIVERSE
A flat universe is described by Euclidean geometry on large scales and will
expand forever. In this case, k = 0 (see Fig. 12-4).

CRITICAL DENSITY
Whether or not the universe is open or closed is determined by the density
of stuff in the universe. In other words, is there enough matter, and therefore
enough gravity, to slow down the expansion enough so that it will stop and
reverse? If so, we would live in a closed universe. The density required to have
a closed universe is called the critical density. It can be defined in terms of the
Hubble constant, Newton’s gravitational constant, and the speed of light as

ρc = 3H 2
0

8πG
(12.8)

At the present time, the ratio of the observed density to the critical density is
very close to unity, indicating that the universe is not closed. However, keep in
mind the uncertainty in the Hubble constant.

THE DENSITY PARAMETER
This is the ratio of the observed density to the critical density.

� = 8πG

3H 2
0

ρ = ρ

ρc
(12.9)

The density used here is obtained by adding contributions from all possible
sources (matter, radiation, vacuum). If � < 1, this corresponds to k < 0 and
the universe is open. If � = 1 then k = 0 and the universe is flat. Finally, if
� > 1 then we have k > 0 and a closed universe. As we indicated above, it
appears that � ∼= 1.

The Robertson-Walker Metric and the
Friedmann Equations

To model the large-scale behavior of the universe such that Einstein’s equations
are satisfied, we begin by modeling the matter and energy in the universe by
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a perfect fluid. The particles in the fluid are galaxy clusters and the fluid is
described by an average density ρ and pressure P. Moreover, in co-moving
coordinates, ṫ = 1 and ẋi = 0 giving ua = (1, 0, 0, 0). Therefore, we set

T a
b =




ρ 0 0 0
0 −P 0 0
0 0 −P 0
0 0 0 −P


 (12.10)

Using the metric

ds2 = dt2 − a2(t)

1 − kr2
dr2 − a2(t)r2 dθ2 − a2(t)r2 sin2 θ dφ2

we can use the metric to derive the components of the curvature tensor in the
usual way. This was done in Example 5-3. From there we can work out the
components of the Einstein tensor and use Einstein’s equation to equate its
components to the stress-energy tensor. We remind ourselves how Einstein’s
equation relates the curvature to the stress-energy tensor:

Gab − �gab = 8πTab

The details were worked out in Example 7-3. Note we used a different signature
of the metric in that example. For the signature we are using in this case, the
result is found to be

3

a2

(
k + ȧ2

)− � = 8πρ

2
ä

a
+ 1

a2

(
k + ȧ2

)− � = −8π P

(12.11)

We can augment these equations by writing down the conservation of energy
equation using the stress-energy tensor (see Chapter 7):

∇aT a
t = ∂aT a

t + �a
abT b

t − �b
at T

a
b = 0

Since the stress-energy tensor is diagonal, this simplifies to

∂aT a
t + �a

abT b
t − �b

at T a
b = ∂t T t

t

+�t
tt T t

t + �r
rt T t

t + �θ
θt T t

t + �φ
φt T t

t

−�t
tt T t

t − �r
rt T r

r − �θ
θ t T θ

θ − �φ
φt T φ

φ
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In the chapter Quiz you will derive the Christoffel symbols for the Robertson-
Walker metric. The terms showing up in this equation are given by

�t
tt = 0

�r
rt = �θ

θt = �φ
φt = ȧ

a

Using this together with T t
t = ρ and T r

r = T θ
θ = T φ

φ = −P , we have

�r
rt T t

t = �θ
θ t T t

t = �φ
φt T t

t = ȧ

a
ρ

⇒ �r
rt T t

t + �θ
θt T t

t + �φ
φt T t

t = 3
ȧ

a
ρ

and

−�r
r t T

r
r − �θ

θ t T
θ
θ − �φ

φt T
φ

φ = − ȧ

a
(−P) − ȧ

a
(−P) − ȧ

a
(−P) = 3

ȧ

a
P

Therefore, the conservation equation becomes

∂ρ

∂t
= −3

ȧ

a
(ρ + P) (12.12)

This is nothing more than a statement of the first law of thermodynamics. The
volume of a slice of space is given by V ∼ a3 (t) and the mass energy enclosed
in the volume is E = ρV . Then (12.12) is nothing more than the statement
dE + P dV = 0.

In the present matter-dominated universe, we can model the matter content of
the universe as dust and set the pressure P = 0. In this case, the second equation
of (12.11) can be written as

2
ä

a
+ 1

a2

(
k + ȧ2

)− � = 0 (12.13)

Meanwhile, the conservation equation can be written as

∂ρ

∂t
= −3

ȧ

a
ρ
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This can be rearranged to give

dρ

ρ
= −3

da

a
⇒ ln ρ = −3 ln a = ln a−3

where we are ignoring constants of integration to get a qualitative answer. The
result is that for a matter-dominated universe

ρ ∝ a−3

we set ρ = 1
a3 in the first of the Friedmann equations listed in (12.11). This

gives

3

a2

(
k + ȧ2

)− � = 8π

a3

Now multiply through by a3 and divide by 3 to obtain

a
(
k + ȧ2

)− 1

3
�a3 = 8π

3

We can rearrange this equation to obtain a relation giving the time variation of
the scale factor with zero pressure:

ȧ2 = 1

3
�a2 − k + 8π

3a
(12.14)

The solutions of this equation give rise to different Friedmann models of the
universe. Before we move on to consider these models in the next section, we
briefly return to the conservation equation (12.12). We have just worked out a
reasonable approximation to the present universe by considering the modeling
of a matter-dominated universe by dust. Now let’s consider the early and possible
future states of the universe by considering a radiation-dominated universe and
a vacuum-dominated universe, respectively.

As the universe expands, photons get redshifted and therefore loose energy.
Using the electromagnetic field tensor, it can be shown that the equation of state
(which relates the pressure to the density for a fluid) for radiation is given by

ρ = 3P
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We can use this to replace P in (12.12) to obtain

∂ρ

∂t
= −3

ȧ

a
(ρ + P) = −3

ȧ

a

(
ρ + 1

3
ρ

)
= −4

ȧ

a
ρ

Rearranging terms, we obtain

dρ

ρ
= −4

da

a

Following the procedure used for matter density, we integrate and ignore any
constants of integration, which gives

ln ρ = −4 ln a = ln a−4

Therefore, we conclude that the energy density ρ ∝ a−4 in the case of radiation.
The density falls off faster than matter precisely because of the redshift we
mentioned earlier.

To close this section, we consider the vacuum energy density. The vacuum
energy density is a constant, and therefore ρ remains the same at all times. Since
matter density and radiation energy density are decreasing as the universe ex-
pands but the vacuum energy density remains the same, eventually the universe
will become dominated by vacuum energy.

Different Models of the Universe
We now turn to the problem of considering the evolution of the universe in time,
which amounts to solving for the scale factor a (t). In this section we will be a
bit sloppy from time to time, because we are interested only in the qualitative
behavior of the solutions. Therefore, we may ignore integration constants etc.

First we consider the very early universe which was dominated by radiation.
In that case we use ρ = 3P . For simplicity, we set the cosmological constant to
zero and the Friedmann equations can be written as

3

a2

(
k + ȧ2

) = 8πρ

2
ä

a
+ 1

a2

(
k + ȧ2

) = −8πρ

3
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Using the first equation to replace ρ in the second, we obtain

2
ä

a
+ 1

a2

(
k + ȧ2

) = − 1

a2

(
k + ȧ2

)
Rearranging terms, we have

ä + 1

a

(
k + ȧ2

) = 0

In the very early universe we can neglect the k/a term, which gives

ä + ȧ2

a
= 0

This can be rewritten as aä + ȧ2 = 0. Notice that

d

dt
(aȧ) = aä + ȧ2

and so we can conclude that aȧ = C , where C is a constant. Writing this out,
we find

a
da

dt
= C

⇒ a da = C dt

Integrating both sides (and ignoring the second integration constant), we find

a2

2
= Ct

⇒ a (t) ∝ √
t

As we will see later, this expansion is more rapid than the later one driven by
matter (as dust). This is due to the radiation pressure that dominates early in the
universe.

For a complete examination of the behavior of the universe from start to
finish, we begin by considering a simple case, the de Sitter model. This is a flat
model devoid of any content (i.e., it contains no matter or radiation). Therefore,
we set k = 0 and the line element can be written as

ds2 = dt2 − a2(t) dr2 − a2(t)r2 dθ2 − a2(t)r2 sin2 θ dφ2
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The fact that this models a universe that contains no matter or radiation means
that we set P = ρ = 0. However, we leave the cosmological constant in the
equations. So while this is a toy model, it can give an idea of behavior in the
very late history of the universe. Since the expansion of the universe appears
to be expanding and the matter and radiation density will eventually drop to
negligible levels, in the distant future the universe may be a de Sitter universe.

With these considerations, (12.11) becomes

3

a2
ȧ2 − � = 0

2
ä

a
+ 1

a2
ȧ2 − � = 0

Obtaining a solution using the first equation is easy. We move the cosmological
constant to the other side and divide by 3 to get

ȧ2

a2
= �

3

Now we take the square root of both sides

1

a

da

dt
=
√

�

3

This can be integrated immediately to give

a (t) = C e
√

�/3 t (12.15)

where C is a constant of integration that we won’t worry about. We are interested
only in the qualitative features of the solution, which can be seen by plotting.

For the de Sitter universe, (see Fig. 12-5) the line element becomes

ds2 = dt2 − a2(t) dr2 − e�/3tr2 dθ2 − a2(t)r2 sin2 θ dφ2

Now let’s move on to a universe that contains matter. Direct solution of the
Friedmann equations is in general difficult, and basically requires numerical
analysis. Since recent observations indicate that the universe is flat (therefore
k = 0), we don’t lose anything by dropping k. With this in mind, let’s consider
a universe that contains matter, but we set k = 0 = �. We can obtain a solution
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t

R

Fig. 12-5. The de Sitter solution represents a universe without matter. As time increases
the universe expands exponentially.

by using (12.14). Setting k = 0 = �, we have

ȧ2 = 8π

3a

Rearranging terms and taking the square root of both sides, we have

√
a

da

dt
=
√

8π

3

⇒ √
a da =

√
8π

3
dt

Integrating on the left side, we have

∫ √
a da = 2

3
a3/2

while on the right, ignoring the integration constant (we are interested only in
the qualitative features), we have

√
8π/3 t . This leads to

a (t) ∝ t2/3 (12.16)

A plot of this case is shown in Fig. 12-6. This describes a universe that evolves
with a continuous expansion and a deceleration parameter given by q = 1/2.

Remember we found that the radiation-dominated early universe had a (t) ∝ √
t .

We can also consider cases with positive and negative curvature. Adding more
nonzero terms makes things difficult, so we proceed with the positive curvature
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t

R

Fig. 12-6. A flat universe that contains matter but with zero cosmological constant.

case and leave the cosmological constant zero. This means we set k = +1 this
describes a universe which collapses in on itself, as shown in Fig. 12-7. In this
case, we have

ȧ2 = 8π

3a
− 1 = C − a

a
(12.17)

where we have called 8π/3 = C for convenience. This equation can be solved
parametrically. To obtain a solution, we define

a = C sin2 τ (12.18)

where τ = τ (t). Then we have

da

dτ
= 2C sin τ cos τ

dτ

dt

Squaring, we find that

ȧ2 = 4C2 sin2 τ cos2 τ

(
dτ

dt

)2

Using these results in (12.17), we obtain

4C2 sin2 τ cos2 τ

(
dτ

dt

)2

= C − C sin2 τ

C sin2 τ
= cos2 τ

sin2 τ

Canceling terms on both sides, we arrive at the following:

2C sin2 τ dτ = dt
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t

R

Fig. 12-7. Dust-filled universe with zero cosmological constant, and positive curvature.
After expanding to a maximum size, the universe reverses and collapses in on itself.

Integrating, the right side becomes

∫
2C sin2 τ dτ = 2C

∫
1 − cos 2τ

2
dτ = C

(
τ − 1

2
sin 2τ

)

= C

2
(2τ − sin 2τ )

We can use the same trig identity used in the integral to write (12.18) as

a = C

2
(1 − cos 2τ )

These equations allow us to obtain a (t) parametrically. At t = τ = 0, the uni-
verse begins with size a (0) = 0, i.e., at the “big bang” with zero size. The
radius then increases to a maximum, and then contracts again to a (0) = 0. The
maximum radius is the Schwarzschild radius determined by the constant C .

We leave the case k = −1 as an exercise.
Unfortunately, because of limited space our coverage of cosmology is very

limited. We are leaving out a discussion of the big bang and inflation, for ex-
ample. For a detailed overview of the different cosmological models, consider
D’Inverno (1992). To review a discussion of recent observational evidence and
an elementary but thorough description of cosmology, examine Hartle (2002).
For a complete discussion of cosmology, consult Peebles (1993).

Quiz
The following exercise will demonstrate that the cosmological constant has no
effect over the scale of the solar system. Start with the general form of the
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Schwarzschild metric

ds2 = e2ν(r ) dt2 − e2λ(r ) dr2 − r2
(
dθ2 + sin2 θ dφ2

)

1. With a nonzero cosmological constant, the Ricci scalar for this metric
satisfies

(a) R = �

(b) R = 0
(c) R = 4�

(d) R = −�

2. It can be shown that λ (r ) = ln k − ν (r ). If A and B are constants of
integration, then

(a) r eν = A + Br − � kr3

3
(b) r eν = A + Br
(c) r eν = A + Br − �r2

3. By considering the field equation Rθθ = �gθθ ,

(a) B = 0
(b) B = k
(c) B = 4k

4. With the previous results in mind, choosing k =1 we can write the spatial
part of the line element as

(a) dl2 = dr2

1− 2m
r − 1

3 �r3 + r2 dθ2 + r2 sin2 θ dφ2

(b) dl2 = dr2

1− 1
3 �r3 + r2 dθ2 + r2 sin2 θ dφ2

(c) dl2 = dr2

1+ 1
3 �r3 + r2 dθ2 + r2 sin2 θ dφ2

5. If the cosmological constant is proportional to the size of the universe,

say a =
√

3
�
,

(a) the Ricci scalar vanishes
(b) particles would experience additional accelerations as revealed in

tidal effects
(c) the presence of the cosmological constant could not be detected by

observations within the solar system
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6. Consider a flat universe with positive cosmological constant. Starting
with ȧ2 = C

a + �
3 a2 use a change of variables u = 2�

3C a3, it can be shown
that
(a) a3 = 3C

2�

[
cosh (3�)1/2 t − 1

]
(b) a = 3C

2�

[
cosh (3�)1/2 t − 1

]
(c) a = 3C

2�

[
sinh (3�)1/2 t − 1

]
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CHAPTER

Gravitational Waves

An important characteristic of gravity within the framework of general relativity
is that the theory is nonlinear. Mathematically, this means that if gab and γab are
two solutions of the field equations, then agab + bγab (where a, b are scalars)
may not be a solution. This fact manifests itself physically in two ways. First,
since a linear combination may not be a solution, we cannot take the overall
gravitational field of two bodies to be the summation of the individual gravita-
tional fields of each body. In addition, the fact that the gravitational field has
energy and special relativity tells us that energy and mass are equivalent leads to
the remarkable fact that the gravitational field is its own source. We don’t notice
these effects in the solar system because we live in a region of weak gravitational
fields, and so the linear newtonian theory is a very good approximation. But
fundamentally these effects are there, and they are one more way that Einstein’s
theory differs from Newton’s.

A common mathematical technique when faced with such a situation is to
study a linearized version of the theory to gain some insight. In this chapter
that is exactly what we will do. We consider a study of the linearized field
equations and will make the astonishing discovery that gravitational effects can

279
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propagate as waves traveling at the speed of light. This will require a study of
weak gravitational fields.

From here we will develop the Brinkmann metric that is used to represent
pp-wave spacetimes. We will study this metric and the collision of gravitational
waves using the Newman-Penrose formalism. We conclude the chapter with
a very brief look at gravitational wave spacetimes with nonzero cosmological
constant.

In this chapter we will use the shorthand notation ka,b to represent the
covariant derivative of ka in place of the usual notation ∇bka . Therefore
ka,b = ∂bka − �c

abkc.

The Linearized Metric
We begin by considering a metric that differs from the flat Minkowski metric by
a small perturbation. If we take ε to be some small constant parameter (|ε| � 1),
then we can write the metric tensor as

gab = ηab + εhab (13.1)

where we neglect all terms of order ε2 or higher since ε is small. Our first step in
the analysis will be to write down the form of the various quantities such as the
Christoffel symbols, the Riemann tensor, and the Ricci tensor when we write
the metric in this form. Since we will drop all terms that are order ε2 or higher,
these quantities will assume fairly simple forms. Ultimately, we will show that
this will allow us to write the Einstein field equations in the form of a wave
equation.

We might as well take things in order and so we begin with the Christoffel
symbols. We will work in a coordinate basis and so we compute the following:

�a
bc = 1

2
gad

(
∂gbc

∂xd
+ ∂gcd

∂xb
− ∂gdb

∂xc

)

To see how this works out, let’s consider one term

∂gbc

∂xd
= ∂

∂xd
(ηbc + εhbc) = ∂ηbc

∂xd
+ ∂εhbc

∂xd
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Now the Minkowski metric is given by ηab = diag (1, −1, −1, −1) and so
∂ηbc

∂xd = 0. We can pull the constant ε outside of the derivative and so

∂gbc

∂xd
= ε

∂hbc

∂xd

To obtain the form of the Christoffel symbols, we need to know the form
of gab. We begin by observing that we can raise indices with the Minkowski
metric; i.e.,

hab = ηacηbdhcd

We also recall that the metric tensor satisfies gabgbc = δc
a (note this is also true

for the Minkowski metric). The linearized form of the metric with raised indices
will be similar but we assume it can be written as gab = ηab + ε ahab, where a
is a constant to be determined. Now ignoring terms of order ε2, we find

δc
a = (ηab + εhab)

(
ηbc + aεhbc

)
= ηabη

bc + εηbchab + aεηabhbc + aε2habhbc

= ηabη
bc + εηbchab + aεηabhbc

= δc
a + ε

(
ηbchab + aηabhbc

)
For this to be true, the relation inside the parentheses must vanish. Therefore,
we have

aηabhbc = −ηbchab

Let’s work on the left-hand side:

aηabhbc = aηabη
beηc f he f

= a δe
a ηc f he f

= aηc f ha f

Now, notice that the index f is repeated and is therefore a dummy index. We
rename it b and stick the result back into aηabhbc = −ηbchab to obtain

aηbchab = −ηbchab
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Note that we used the fact that the metric is symmetric to write ηcb = ηbc. We
conclude that a = −1 and we can write

gab = ηab − εhab (13.2)

We now return to the Christoffel symbols. Using (13.2) together with ∂gbc

∂xd =
ε ∂hbc

∂xd and ignoring terms of second order in ε, we find

�a
bc = 1

2
gad

(
∂gbc

∂xd
+ ∂gcd

∂xb
− ∂gdb

∂xc

)

= ε

2
gad

(
∂hbc

∂xd
+ ∂hcd

∂xb
− ∂hdb

∂xc

)

= ε

2

(
ηad − εhad

) (∂hbc

∂xd
+ ∂hcd

∂xb
− ∂hdb

∂xc

)

= 1

2

(
εηad − ε2had

) (∂hbc

∂xd
+ ∂hcd

∂xb
− ∂hdb

∂xc

)

Dropping the second-order terms, we conclude that in the linearized theory we
have

�a
bc = 1

2
εηad

(
∂hbc

∂xd
+ ∂hcd

∂xb
− ∂hdb

∂xc

)
(13.3)

We can use this expression to write down the Riemann tensor and the Ricci
tensor. The Riemann tensor is given by

Ra
bcd = ∂c�

a
bd − ∂d�

a
bc + �e

bd �a
ec − �e

bc �a
ed

Looking at the last two terms, �e
bd �a

ec and �e
bc �a

ed , in comparison with
(13.3) shows that these terms will result in terms involving ε2, and so we obtain
the simplified expression

Ra
bcd = ∂c�

a
bd − ∂d�

a
bc
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Using (13.3), we find

Ra
bcd = ∂c�

a
bd − ∂d�

a
bc

= ∂c

[
1

2
εηae

(
∂hbd

∂xe
+ ∂hde

∂xb
− ∂heb

∂xd

)]

− ∂d

[
1

2
εηa f

(
∂hbc

∂x f
+ ∂hcf

∂xb
− ∂h f b

∂xc

)]

= 1

2
ε

(
ηae ∂2hbd

∂xc∂xe
+ ηae ∂2hde

∂xc∂xb
− ηae ∂2heb

∂xc∂xd

)

− 1

2
ε

(
ηa f ∂2hbc

∂xd∂x f
+ ηa f ∂2hcf

∂xd∂xb
− ηa f ∂2h f b

∂xd∂xc

)

Now the index e in the first expression is a dummy index. Let’s relabel it as d
in each term

ηae ∂2hbd

∂xc∂xe
= ηa f ∂2hbd

∂xc∂x f

ηae ∂2hde

∂xc∂xb
= ηa f ∂2hd f

∂xc∂xb

ηae ∂2heb

∂xc∂xd
= ηa f ∂2h f b

∂xc∂xd

The last term will cancel, allowing us to write

Ra
bcd = 1

2
εηa f

(
∂2hbd

∂xc∂x f
+ ∂2hd f

∂xc∂xb
− ∂2hbc

∂xd∂x f
− ∂2hcf

∂xd∂xb

)
(13.4)

Now the Ricci tensor is found using Rab = Rc
acb. Using Ra

bcd = ∂c�
a

bd −
∂d�

a
bc, we have Ra

b = ∂c�
c

bd − ∂d�
c

bc. If we define the d’Alembertian oper-
ator

W = ∂2

∂t2
−
(

∂2

∂x2
+ ∂2

∂y2
+ ∂2

∂z2

)
= ηab∂a∂b
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along with h = ηcdhcd , then the Ricci tensor can be written as

Rab = 1

2
ε

(
∂2hc

a

∂xb∂xc
+ ∂2hc

b

∂xa∂xc
− W hab − ∂2h

∂xa∂xb

)
(13.5)

The Ricci scalar is given by

R = ε

(
∂2hcd

∂xc ∂xd
− W h

)
(13.6)

We can put these results together to write down the Einstein tensor for the
linearized theory. To simplify notation, we will represent partial derivatives
using commas; i.e.,

∂2hcd

∂xc ∂xd
= hcd

,cd and
∂2h

∂xa ∂xb
= h,ab

Using this notation, the Einstein tensor is

Gab = 1

2
ε
(
hc

a,bc + hc
b,ac − Whab − h,ab − ηabhcd

,cd + ηabWh
)

(13.7)

Traveling Wave Solutions
We now define the following function, known as the trace reverse in terms of
hab:

ψab = hab − 1

2
ηabh (13.8)

The trace of this function is

ψab = ηacψ
c

b and hab = ηachc
b

Now note that

ηabh = ηacδ
c
bh
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Putting these results together, we obtain

ηacψ
c

b = ηachc
b − 1

2
ηacδ

c
bh

⇒ ψc
b = hc

b − 1

2
δc

bh

Now we take the trace by setting b → c:

ψc
c = hc

c − 1

2
δc

ch

We are working in four dimensions. Therefore the trace of the Kronecker delta
is δc

c = 4. Setting ψ = ψc
c and h = hc

c, we find the trace to be

ψ = h − 1

2
Tr
(
δc

c

)
h = h − 1

2
(4) h = h − 2h = −h (13.9)

This is why ψab is known as the trace reverse of hab. Now let’s replace hab by
the trace reverse in Einstein’s equation. Using (13.7) together with (13.8) and
(13.9), we have

Gab = 1

2
ε
(
hc

a,bc + hc
b,ac − Whab − h,ab − ηabhcd

,cd + ηabWh
)

= 1

2
ε

[
ψc

a,bc + 1

2
δc

ah,bc + ψc
b,ac + 1

2
δc

bh,ac − W

(
ψab + 1

2
ηabh

)
− h,ab

− ηabψ
cd

,cd − 1

2
ηabη

cdh,cd + ηabWh

]

Let’s rearrange the terms in this expression

Gab = 1

2
ε

[
ψc

a,bc + ψc
b,ac − Wψab − ηabψ

cd
,cd + 1

2
δc

ah,bc + 1

2
δc

bh,ac

−W

(
1

2
ηabh

)
− h,ab − 1

2
ηabη

cdh,cd + ηabWh

]
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Notice that

1

2
δc

ah,bc = 1

2
h,ba

1

2
δc

bh,ac = 1

2
h,ab

Now partial derivatives commute, so 1
2 h,ba = 1

2 h,ab and

1

2
δc

ah,bc + 1

2
δc

bh,ac = h,ab

Inserting this into the Einstein tensor, we can cancel a term reducing it to

Gab = 1

2
ε

[
ψc

a,bc + ψc
b,ac − Wψab − ηabψ

cd
,cd − W

(
1

2
ηabh

)

− 1

2
ηabη

cdh,cd + ηabWh

]

= 1

2
ε

[
ψc

a,bc + ψc
b,ac − Wψab − ηabψ

cd
,cd + 1

2
ηabWh − 1

2
ηabη

cdh,cd

]

Now ηabW h = ηabη
cdh,cd . This cancels the last two terms and so using the trace

reverse the Einstein tensor becomes

Gab = 1

2
ε
(
ψc

a,bc + ψc
b,ac − Wψab − ηabψ

cd
,cd

)
(13.10)

To obtain the wave equations, we perform a gauge transformation. This is
a coordinate transformation that leaves Ra

bcd, Rab, and R unchanged if we
consider terms only to first order in ε. The coordinate transformation that will
do this is

xa → xa′ = xa + εφa (13.11)

where φa is a function of position and
∣∣φa

,b

∣∣� 1. It can be shown that this
coordinate transformation changes hab as

h′
ab = hab − φa,b − φb,a
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(prime does not represent differentiation, this is just a new label). Furthermore,
we find that the derivative of ψab changes as ψ ′a

b,a = ψa
b,a − �φ. We are free

to choose φ as long as the Riemann tensor keeps the same form. Therefore we
demand that Wφ = ψb

a,b, which leads to ψ ′a
b,a = 0. When we substitute this

into the Einstein tensor, we can write the full field equations as

1

2
εWψab = −κTab (13.12)

In vacuum, we obtain

Wψab = 0 (13.13)

Recalling the definition of the d’Alembertian operator, this is nothing more
than the wave equation for waves traveling at c. This choice of gauge using
the coordinate transformation goes under several names. Two frequently used
names are the de Donder or Einstein gauge. We can write (13.13) in terms of
(13.8), which gives

Wψab = W

(
hab − 1

2
ηabh

)
= W hab − 1

2
ηabW h = 0

However, recalling (13.9) we can multiply (13.13) by ηab to obtain

0 = Wψab = ηabWψab = W
(
ηabψab

) = W
(
ψb

b

) = Wψ = −W h

So we can drop W h in the expansion of Wψab, and the study of gravitational
waves reduces to a study of the equation

W hab = 0 (13.14)

The Canonical Form and Plane Waves
A plane wave is characterized by uniform fields that are perpendicular to the
direction of propagation. More specifically, if the wave is traveling in the z
direction, then the condition of uniformity means that the fields have no x and
y dependence.

Another way to think of plane waves that are familiar from electrodynamics
is as follows: Plane waves are typically visualized as a wave whose surfaces
of constant phase are infinite planes that are perpendicular to the direction of
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k 
→

Fig. 13-1. A schematic representation of a plane wave. The wave vector �k gives the
direction of propagation of the wave. It is perpendicular to the wavefront, which is a

plane and is a surface of constant phase.

propagation. If we define a vector �k that gives the direction of propagation of
the wave, then the wavefront is defined by the equation k · r = const (see Fig.
13-1). We call �k the wave vector.

We will now consider plane gravitational waves traveling in the z direction.
In this case hab = hab (t − z) and the condition that the field does not depend on
x and y means that

∂hab

∂x
= ∂hab

∂y
= 0

We will find that the Riemann tensor is greatly simplified in this case. We won’t
go into the details (see Adler et al., 1975) but under these conditions the Riemann
tensor can be shown to be a function of hxx, hxy, hyx, and hyy alone. The metric

perturbation can then be split into two parts hab = h(1)
ab + h(2)

ab , where

h(1)
ab =




0 0 0 0

0 hxx hxy 0

0 hyx hyy 0

0 0 0 0


 and h(2)

ab =




htt htx hty htz

hxt 0 0 hxz

hyt 0 0 hyz

hzt hzx hzy hzz


 (13.15)

It can be shown that we can find a coordinate system such that the components
in h(2)

ab vanish and h(1)
ab represent the entire perturbation. First, noting that the

Einstein gauge condition requires that ha
b,a − 1

2 h,b = 0, we can obtain further
simplification of the perturbation components. Applying the gauge condition,
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we find that (remember, derivatives with respect to y and z vanish)

htt,t − htz,z − 1

2
h,t = 0

hzt,t − hzz,z − 1

2
h,z = 0

hxt,t − hxz,z = 0

hyt,t − hyz,z = 0

Now we define the new variable u = t − z. Then

∂hab

∂t
= ∂hab

∂u

∂u

∂t
= ∂hab

∂u
= h′

ab

∂hab

∂z
= ∂hab

∂u

∂u

∂z
= −∂hab

∂u
= −h′

ab

and so writing the derivatives in terms of the new variable, we have

htt
′ + htz

′ − 1

2
h′ = 0

hzt
′ + hzz

′ + 1

2
h′ = 0

hxt
′ + hxz

′ = 0

hyt
′ + hyz

′ = 0

Let’s take the last equation. We have

hyt
′ + hyz

′ = (hyt + hyz

)′ = 0

This can be true only if hyt + hyz is a constant. We have an additional physical
requirement: hab must vanish at infinity. Therefore we must choose the constant
to be zero. We then find that

hyt = −hyz



290 CHAPTER 13 Gravitational Waves

In addition, we find that hxt = −hzx . We are left with

htt + htz − 1

2
h = 0

hzt + hzz + 1

2
h = 0

Adding these equations give htz = −1
2 (htt + hzz). Now subtract the first equa-

tion from the second one to get hzt + hzz + 1
2 h − (htt + htz − 1

2 h
) = h − htt +

hzz = 0. Now, writing out the trace explicitly, we have h = htt − hxx − hyy − hzz.

The end result is

h − htt + hzz = htt − hxx − hyy − hzz − htt + hzz = −hxx − hyy

Since this term vanishes, we conclude that hyy = −hxx. The complete metric
perturbation has now been simplified to

hab =




htt htx hty −1
2 (htt + hzz)

htx hxx hxy −htx

hty hxy −hxx −hty

−1
2 (htt + hzz) −htx −hty hzz


 (13.16)

We can go further with our choice of gauge so that most of the remaining
terms vanish (see Adler et al., 1975, or D’Inverno, 1992, for details). We simply
state the end result that we will then study. A coordinate transformation can
always be found to put the perturbation into the canonical form, which means
that we need to consider only h(1)

ab in (13.15) with the metric written as in (13.16).
That is, we take

hab =




0 0 0 0

0 hxx hxy 0

0 hxy −hxx 0

0 0 0 0


 (13.17)

Two polarizations result for gravity waves in the canonical form. In particular,
we can take hxx �= 0 and hxy = 0, which lead to +-polarization, or we can set
hxx = 0 and hxy �= 0, which gives ×-polarization. We examine both cases in
detail in the next section.
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x 

y 

hxx > 0

Fig. 13-2. When hxx > 0, the relative distance of two particles separated along the
y-axis decreases.

The Behavior of Particles as a Gravitational
Wave Passes

To study the behavior of massive particles as a gravitational wave passes, we
consider the two cases of polarization which are given by hxx �= 0, hxy = 0 and
hxx = 0, hxy �= 0. Taking the former case first with hxy = 0, we use (13.17)
together with gab = ηab + εhab to write down the line element, which becomes

ds2 = dt2 − (1 − εhxx) dx2 − (1 + εhxx) dy2 − dz2 (13.18)

As a gravitational wave passes, this metric tells us that the relative distances
between the particles will change. The wave will have oscillatory behavior and
so we need to consider the form of (13.18) as hxx changes from hxx > 0 to zero
and then to hxx < 0.

For simplicity we imagine particles lying in the x–y plane. Furthermore,
suppose that the separation between the particles lies on a line that is parallel
with the y-axis. Then dx vanishes and at a fixed time, we can write

ds2 = − (1 + εhxx) dy2

This tells us that when hxx > 0 the distance along y-axis between the particles
decreases because ds2 becomes more negative. This is illustrated in Fig. 13-2.

On the other hand, when hxx < 0, we can see that the relative distance between
the particles will increase. This is shown in Fig. 13-3.

When the separation of the particles is along the x-axis, we can see from
the line element that the behavior will be the opposite. In particular, the proper
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x 

y 

hxx < 0  

Fig. 13-3. When hxx < 0, the relative distance between particles separated along the
y-axis increases.

distance is given by

ds2 = − (1 − εhxx) dx2

First we consider hxx < 0. The form of the line element shown here indicates
that the relative distance between the two particles will decrease. This behavior
is shown in Fig. 13-4.

On the other hand, when hxx > 0, the line element becomes more positive and
therefore the relative distances between particles will increase. This is shown
in Fig. 13-5.

The behavior of the particles discussed in these special cases allows us to
extrapolate to a more general situation. It is common to consider a ring of

x 

y 

hxx < 0

Fig. 13-4. Particles separated along the x-axis. When hxx < 0, the relative physical
displacements between the particles decrease.
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x 

y 

hxx > 0  

Fig. 13-5. Particles separated along the x-axis with hxx > 0. The relative physical
displacements between the particles increase.

particles lying in the plane and show how the ring is distorted by a passing
gravitational wave. In particular, imagine that the ring starts off as a perfect
circle. As the wave passes, hxx will oscillate between positive, zero, and negative
values, causing the relative distances between particles to change in the manner
just described. A transverse wave with hxx �= 0 and hxy = 0 is referred to as one
with +-polarization.

We now examine the other polarization case, by setting hxx = 0. This time
the line element is given by

ds2 = dt2 − dx2 − dy2 − dz2 − 2εhxy dx dy (13.19)

Consider the following transformation, which can be obtained by a rotation of
π/4 :

dx ′ = dx − dy√
2

and dy′ = dx + dy√
2

hxx > 0 hxx > 0 hxx = 0 hxx < 0 

x

y

  

Fig. 13-6. The effect of a passing gravity wave with +-polarization on a ring of particles.
The ring pulsates as the wave passes.
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Writing the line element with these coordinates, we obtain

ds2 = dt2 − (1 − εhxy

)
dx ′2 − (1 + εhxy

)
dy′2 − dz2 (13.20)

Now doesn’t that look familiar? It looks just like the line element we examined
in (13.18). The behavior induced by the wave will be identical to that in the last
case; however, this time everything is rotated by π /4. This polarization is known
as ×-polarization.

In general, a plane gravitational wave will be a superposition of these two
polarizations.

The Weyl Scalars
In this section we review the Weyl scalars and briefly describe their meaning.
They are calculated using the spin coefficients given in (9.15) in combination
with a set of equations known as the Newman-Penrose identities. In all, there
are five Weyl scalars which have the following interpretations:

�0 ingoing transverse wave
�1 ingoing longitudinal wave
�2 electromagnetic radiation
�3 outgoing longitudinal wave
�4 outgoing transverse wave

(13.21)

In most cases of interest we shall be concerned with transverse waves, and
therefore with the Weyl scalars �0 and �4. The following Newman-Penrose
identities can be used to calculate each of the Weyl scalars:

�0 = Dσ − δκ − σ (ρ + ρ̄) − σ (3ε − ε̄) + κ (π − π̄ + ᾱ + 3β) (13.22)

�1 = Dβ − δε − σ (α + π ) − β (ρ̄ − ε̄) + κ (µ + γ ) + ε (ᾱ − π̄ ) (13.23)

�2 = δ̄τ − �ρ − ρµ̄ − σλ + τ
(
β̄ − α − τ̄

)
+ ρ (γ + γ̄ ) + κν − 2� (13.24)

�3 = δ̄γ − �α + ν (ρ + ε) − λ (τ + β) + α (γ̄ − µ̄) + γ
(
β̄ − τ̄

)
(13.25)

�4 = δ̄ν − �λ − λ (µ + µ̄) − λ (3γ − γ̄ ) + ν
(
3α + β̄ + π − τ̄

)
(13.26)
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Review: Petrov Types and the Optical Scalars
It is very useful to study gravitational waves using the formalism introduced in
Chapter 9. First we give a quick summary of the Petrov classification in relation
to the Weyl scalars discussed in Chapter 9. The Petrov type of a spacetime indi-
cates the number of principal null directions that spacetime has, and how many
times each null direction is repeated. We can summarize the Petrov classifica-
tions that are primarily of interest in this chapter in relation to the Weyl scalars
in the following way:

• Petrov Type N: There is a single principal null direction, repeated four
times. If la is aligned with the principal null direction, then �0 = 0 and �4

is the only nonzero Weyl scalar. If na is aligned with the principal null
direction, then �4 = 0 and �0 is the only nonzero Weyl scalar.

• Petrov Type III: There are two principal null directions, one of multi-
plicity one and one repeated three times. The nonzero Weyl scalars are
�3 and �4.

• Petrov Type II: There is one doubly repeated principal null direction
and one two distinct null directions. The nonzero Weyl scalars are
�2, �3, and �4.

• Petrov Type D: There are two principal null directions, each doubly re-
peated. In this case �2 is the only nonzero Weyl scalar.

In particular, we recall three quantities defined in terms of the spin coefficients
given in (9.15). These are the optical scalars, which describe the expansion,

Original shadow,
cast same size as
object. Expansion is 
zero.

Convergence. Shadow is
smaller, but undistorted.  

Divergence. The shadow is 
larger, but undistorted. 

Size of object
Shadow cast by
converging rays 

Shadow cast by diverging
rays is larger

Fig. 13-7. An illustration of the expansion which is calculated from −Re(ρ). The first
shadow shows no expansion, while the second illustrates convergence, and last one on

the right divergence.
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Fig. 13-8. The shadow of the object with no twist shown with the solid line. The dashed
line shows the effect of twist on the null rays that result in the cast shadow.

twist, and shear of a null congruence:

−Re (ρ) expansion

Im (ρ) twist (13.27)

|σ | shear

These quantities are interpreted in the following way. For the sake of under-
standing, we think of the null congruence as a set of light rays. Now imagine
that an object is in the path of the light rays and it casts a shadow on a nearby
screen. (see Fig. 13-8)

The expansion can be understood as seeing the cast shadow either larger
or smaller than the object. That is, if the shadow is larger, the light rays are
diverging while a smaller shadow indicates that the light rays are converging.

The twist is described in this thought experiment by a rotation of the shadow.

Fig. 13-9. Shear distorts the shadow of the object. We show the shadow with zero shear
as a circle with the solid line. Shear distorts the circle into the ellipse, shown with the

dashed line.
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To understand shear, we consider an object that casts a perfect circle as a
shadow if no shear is present. If the shear is nonzero, the shadow will be cast
as an ellipse (see Fig. 13-9). The spin coefficient σ used to define shear is a
complex number. The magnitude |σ | determines the amount of stretching or
shrinking of the axes that define the ellipse while the phase of σ defines the
orientation of the axes.

pp Gravity Waves
We now consider a more formal and generalized study of gravitational waves
abstracted from sources and propagating at the speed of light. In particular, we
study vacuum pp-waves where “pp” means plane fronted waves with paral-
lel rays. Considered to travel in a flat background spacetime described by the
Minkowski metric, a pp-wave is one that admits a covariantly constant null
vector field. We now consider this definition.

Let ka be a null vector such that the covariant derivative vanishes; i.e.,

ka,b = 0 (13.28)

We say that a vector ka that satisfies (13.28) is covariantly constant. Re-
calling that we can define a null tetrad for a given metric by the vectors
(la, na, ma, ma), in the case of a pp-wave spacetime it is possible to take la as
the covariantly constant null vector. This null vector field is taken to correspond
to the rays of gravitational waves.

In Chapter 9 we learned that the covariant derivative of la shows up in the
definitions of several spin coefficients. Specifically, we have

ρ = la,bmamb and σ = la,bmamb (13.29)

This tells us that if la is covariantly constant, then the gravitational wave of a
pp-wave spacetime

• has no expansion or twist, and
• the shear vanishes.

Physically, the fact that null congruence has zero expansion means that the
wave surfaces are planes. Furthermore, noting that the spin coefficient τ is given
by

τ = la,bmanb (13.30)
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we see that in this case we also have τ = 0. This implies that the null rays are
parallel.

Plane waves are only a special class of the more general pp-waves. However,
for simplicity we will focus on plane waves for the time being. First we will
introduce two null coordinates U and V , which are defined as follows:

U = t − z and V = t + z (13.31)

Inverting these relations, we have

t = U + V

2
and z = −(U − V )

2

Therefore we have dt = 1
2 (dU + dV ) and dz = −1

2 (dU − dV ). Squaring, we
find

dt2 = 1

4

(
dU 2 + 2 dU dV + dV 2

)
(13.32)

dz2 = 1

4

(
dU 2 − 2dU dV + dV 2

)
(13.33)

We will now proceed to write the plane wave metric given by (13.18) in terms
of Uand V to find

ds2 = dt2 − (1 − εhxx) dx2 − (1 + εhxx) dy2 − dz2

= 1

4

(
dU 2 + 2dU dV + dV 2

)− (1 − εhxx) dx2

− (1 + εhxx) dy2 − 1

4

(
dU 2 − 2dUdV + dV 2

)
= dUdV − (1 − εhxx) dx2 − (1 + εhxx) dy2

Now, recalling that hxx = hxx (t − z) = hxx (U ), we define

a2 (U ) = 1 − εhxx and b2 (U ) = 1 + εhxx

and we obtain the Rosen line element

ds2 = dU dV − a2 (U ) dx2 − b2 (U ) dy2 (13.34)
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We choose the following basis of one forms for this metric:

ω0̂ = 1

2
(dU + dV ) , ω1̂ = 1

2
(dU − dV ) , ω2̂ = a (u) dx, ω3̂ = b (u) dy

(13.35)
with

ηâb̂ =




1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1




An exercise (see Quiz) shows that the nonzero components of the Ricci tensor
in this basis are

R0̂0̂ = R0̂1̂ = R1̂0̂ = R1̂1̂ = −
(

1

a

d2a

dU 2
+ 1

b

d2b

dU 2

)

The vacuum equations Râb̂ = 0 give

1

a

d2a

dU 2
+ 1

b

d2b

dU 2
= 0

Letting h(U ) = 1
a

d2a
dU 2 , we see that this equation implies that 1

b
d2b
dU 2 = −h(U )

and so we can write the metric in terms of the single function h. Therefore
(13.34) becomes

ds2 = dU dV − h2 (U ) dx2 − h2 (U ) dy2

We now apply the following coordinate transformation. Let

u = U, v = V + x2aa′ + y2bb′, X = ax, Y = by

From the first two equations, we obtain

du = dU

and

V = v − x2aa′ − y2bb′

= v − a′

a
X2 − b′

b
Y 2



300 CHAPTER 13 Gravitational Waves

Inverting the last two equations for x and y gives

x = 1

a
X, y = 1

b
Y

⇒ dx = 1

a
dX − a′

a2
X du

Now we use these relations along with the definition h(u) = a′′/a = −b′′/b and
obtain

dV = dv − 2
a′

a
X dX − a′′

a
X2 du + (a′)2

a2
X2 du − 2

b′

b
Y dY − b′′

b
Y 2 du

+ (b′)2

b2
Y 2 du

= dv − 2
a′

a
X dX − h(u)X2 du + (a′)2

a2
X2 du − 2

b′

b
Y dY + h(u)Y 2 du

+ (b′)2

b2
Y 2 du

We also have

a2dx2 = a2

(
− a′

a2
X du + 1

a
dX

)2

= (a′)2

a2
X2 du2 − 2

a′

a
du dX + dX2

b2dy2 = b2

(
− b′

b2
X du + 1

b
dX

)2

= (b′)2

b2
Y 2 du2 − 2

b′

b
du dY + dY 2

Substitution of these results into ds2 = dU dV − a2 (U ) dx2 − b2 (U ) dy2

gives the Brinkmann metric

ds2 = h(u)
(
Y 2 − X2

)
du2 + 2 du dv − dX2 − dY 2 (13.36)

From here on we will drop the uppercase labels and let X → x and Y → y
(just be aware of the relationship of these variables to the coordinates used in
the original form of the plane wave metric given in (13.18)). More generally, if
we define an arbitrary coefficient function H (u, x, y), we can write this metric
as

ds2 = H (u, x, y) du2 + 2 du dv − dx2 − dy2 (13.37)
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This metric represents a pp-wave spacetime; however, it does not necessarily
represent plane waves, which are a special case. We will describe the form of
H in the case of plane waves below.

In Example 9-5, we found the Weyl and Ricci scalars for this metric. In that
problem we choose la = (1, 0, 0, 0) as the covariantly constant null vector
where the coordinates are given by (u, v, x, y) . The principal null direction is
along la , which means that this vector defines the direction along which the rays
of the gravity wave are coincident. The coordinate v is another null coordinate
while the coordinates x , y define the surface of the plane wave.

It is obviously true that la,b = 0. To understand the implication of this re-
quirement, we state some of the spin coefficients here:

ρ = la,bmamb, σ = la,bmamb, τ = la,bmanb

We see that la,b = 0 implies that ρ = σ = τ = 0. Therefore, as we explained
in the beginning of this section, a pp-wave has no expansion, twist, or shear. In
addition, the fact that τ = 0 tells us that the null rays defined by la are parallel.
This shows that this metric is a pp-wave spacetime.

The form of the function H in the Brinkmann metric can be studied further.
A generalized pp-wave is one for which Hcan be written in the form

H = Ax2 + By2 + Cxy + Dx + Ey + F

where A, B, C, D, E, and F are real valued functions of u.

Plane Waves
A pp-wave is a plane wave if we can write H in the form

H (u, x, y) = a (u)
(
x2 − y2

)+ 2b (u) xy + c (u)
(
x2 + y2

)
(general plane wave) (13.38)

(compare with our derivation of (13.36)). The functions a and b describe the
polarization states of the gravitational wave, while c represents waves of other
types of radiation. To represent a plane gravitational wave in the vacuum, we
let c vanish; that is, H (u, x, y) becomes

H (u, x, y) = a (u)
(
x2 − y2

)+ 2b (u) xy (plane wave in vacuum)
(13.39)
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Since these are plane waves, we expect that we can write the wave as an expres-
sion of the form Aeiα, where A is the amplitude of the wave. In fact we can, and
it turns out that the wave is described by the Weyl scalar �4. That is, we write
the gravity wave as

�4 = A eiα

In this case α represents the polarization of the wave. A linearly polarized wave
is one for which α is a constant.

In Example 9-5, we found that

�4 = 1

4

(
∂2 H

∂x2
− ∂2 H

∂y2
+ 2i

∂2 H

∂x ∂y

)

Let’s consider this with the form of Hgiven for a plane wave in vacuum (13.39).
We write the metric as

ds2 = (h11x2 + h22 y2 + 2h12xy
)

du2 + 2 du dv − dx2 − dy2

The form of the Weyl scalar for this metric will lead to a plane wave solution.
We will also demonstrate that the vacuum equation using the Ricci scalar we
found in Example 9-5 leads to the relations among h11, h22, and h12 for plane
waves that we found in the previous section.

To begin let’s write down the Weyl scalar when H = h11x2 + h22 y2 +
2h12xy. We have

�4 = 1

4

(
∂2 H

∂x2
− ∂2 H

∂y2
+ 2i

∂2 H

∂x∂y

)

= 1

4
(2h11 − 2h22 + 4ih12)

= 1

2
(h11 − h22 + 2ih12)

In Chapter 9 we learned that the only nonzero component of the Ricci tensor
was

�22 = 1

4

(
∂2 H

∂x2
+ ∂2 H

∂y2

)
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In this case taking H = h11x2 + h22 y2 + 2h12xy, we have

�22 = 1

2
(h11 + h22)

Now consider the vacuum field equations, which are defined by Rab =
0 or �22 = 0. This leads us to conclude that h22 = −h11. The curvature ten-
sor then becomes

�4 = 1

2
(2h11 + 2ih12) = h11 + ih12

Now let’s consider the case of a plane wave with linear polarization, which
means that h12 is proportional to h11. In that case we expect that we can write
�4 = h(u) eiα. Using Euler’s formula to expand �4 = h(u) eiα, we have

�4 = h(u) eiα = h(u) (cos α + i sin α) = h(u) cos α + ih(u) sin α

Comparison with �4 = h11 + ih12 tells us that we can write h11 = h(u)
cos α and h12 = h(u) sin α. The meaning of α is taken to be that the polar-
ization vector of the wave is at an angle α with the x-axis.

Summarizing, in the case of constant linear polarization in the vacuum we
can write H as

H = h11x2 + h22 y2 + 2h12xy

= h(u) cos αx2 − h(u) cos αy2 + 2 sin αxy (13.40)

= h(u)
[
cos α(x2 − y2) + 2 sin αxy

]

The Aichelburg-Sexl Solution
An interesting solution involving a black hole passing nearby was studied by
Aichelburg and Sexl. The metric is given by

ds2 = 4µ log(x2 + y2)du2 + 2dudr − dx2 − dy2 (13.41)

This metric is clearly in the form of the Brinkmann metric and so represents a
pp-wave spacetime. However, in this case H = 4µ log(x2 + y2), which is not
in the form given by (13.38); therefore, it does not represent plane waves.
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Colliding Gravity Waves
In this section we consider the collision of two gravitational waves. Such col-
lisions lead to many interesting effects such as the introduction of nonzero
expansion and shear. To begin the study of this phenomenon, we consider the
simplest case possible, the collision of two impulsive plane gravitational waves.

An impulsive wave is a shock wave where the propagating disturbance is
described by a Dirac delta function. That is, we imagine a highly localized
disturbance propagating along the z direction. Since u = t − z, we can create an
idealized model of such a wave by taking h(u) = δ(u). This type of gravitational
wave can be described with the metric

ds2 = δ(u)
(
Y 2 − X2

)
du2 + 2 du dr − dX2 − dY 2 (13.42)

In this metric, r is a spacelike coordinate. We can use a coordinate transformation
(see Problem 7) to write this line element in terms of the null coordinates u and
v , which gives

ds2 = 2 du dv − [1 − u�(u)]2 dx2 − [1 + u�(u)]2 dy2 (13.43)

where �(u) is the Heaviside step function. This function is defined by

�(u) =
{

0 for u < 0

1 for u ≥ 0

Therefore, in the region u ≥ 0, we can write the line element as

ds2 = 2 du dv − (1 − u)2 dx2 − (1 + u)2 dy2

As an aside, note that the derivative of the Heaviside step function is the Dirac
delta; i.e.,

d�

du
= δ(u) (13.44)

By considering the other null coordinate v , we can describe an opposing wave
using

ds2 = 2 du dv − [1 − v�(v)]2 dx2 − [1 + v�(v)]2 dy2 (13.45)
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IV

II

I

III

time

u = 0

u v

v = 0

Fig. 13-10. Dividing spacetime into four regions to study colliding waves. [Courtesy of
J.B. Griffiths (1991).]

and so for v ≥ 0, (13.45) assumes the form

ds2 = 2 du dv − (1 − v)2 dx2 − (1 + v)2 dy2

Note that in either (13.43) or (13.45) if we set the step function � = 0, we obtain
the flat space line element

ds2 = 2du dv − dx2 − dy2 (13.46)

This line element holds in the region u, v < 0.

With these observations in place, we see that we can divide spacetime into
four regions, as shown in Fig. 13-10. Region I, where both u, v < 0, is the flat
background spacetime described by (13.46). In Region II, v < 0 and u ≥ 0,

and so this region contains the approaching wave characterized by δ(u). It is
described by the line element (13.43). An analogous result holds for Region III,
which contains the approaching wave δ(v) and is described by the line element
(13.46). Finally, Region IV, where both u ≥ 0 and v ≥ 0, is where the collision
of the two waves takes place.

As an exercise in working with gravitational wave spacetimes using the
Newman-Penrose formalism, we begin by considering a simple metric. We
consider the case of the metric in Region III.

EXAMPLE 13-1
Show that the metric in Region III describes an impulsive gravitational wave
characterized by δ(v). Find the nonzero Weyl scalars and determine the Petrov
type.
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SOLUTION 13-1
First let’s write down some preliminaries we will need in calculations. The line
element is given by

ds2 = 2 du dv − (1 − v�(v))2 dx2 − (1 + v�(v))2 dy2

The nonzero components of the metric tensor are

guv = gvu = 1

gxx = − 1

(1 − v�(v))2 , gyy = − 1

(1 + v�(v))2

guv = gvu = 1

gxx = − (1 − v�(v))2 , gyy = − (1 + v�(v))2

(13.47)

We can calculate the nonzero Christoffel symbols for this metric using �a
bc =

1
2 gad (∂bgdc + ∂cgdb − ∂d gbc). For example,

�u
xx = 1

2
gud (∂x gdx + ∂x gdx − ∂d gxx )

= 1

2
∂v gxx

= 1

2

d

dv
(1 − v�(v))2

= (1 − v�(v))
d

dv
(−v�(v))

= (1 − v�(v))

(
−�(v) − v

d�

dv

)
= − (1 − v�(v)) (�(v) + vδ (v))

= − (1 − v�(v)) �(v)

To move to the last line, we used the fact that f (v) δ (v) = f (0) , so vδ (v) = 0.

It is a simple exercise to find all of the nonzero Christoffel symbols using
equation (4.16), which turn out to be

�u
xx = − (1 − v�(v)) �(v), �u

yy = (1 + v�(v)) �(v)
(13.48)

�x
xv = − �(v)

1 − v�(v)
, �y

yv = �(v)

1 + v�(v)
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The wave is propagating along v , and so choosing la to be along this direction
we set la = (0, 1, 0, 0). We can find the other basis vectors in the tetrad using

gab = lanb + lbna − mamb − mbma (13.49)

The vector ma is spacelike, and so considering guvwe can write

guv = lunv + lvnu = lvnu = nu

⇒ nu = 1

Since nu is null, we can take this to be the only nonzero component and write
na = (0, 1, 0, 0). Moving to the spacelike vector, we take mx to be real and so
using (13.49) we have

gxx = lxnx + lxnx − mxmx − mxmx

= −2m2
x

Using gxx = − (1 − v�(v))2 this gives

mx = 1 − v�(v)√
2

= mx

A similar exercise, taking my to be complex, leads us to choose

my = i

(
1 + v�(v)√

2

)
and my = −i

(
1 + v�(v)√

2

)

Summarizing, for this metric we choose the following null tetrad:

la = (0, 1, 0, 0) , na = (1, 0, 0, 0)

ma =
(

0, 0,
1 − v�(v)√

2
, i

1 + v�(v)√
2

)
,

ma =
(

0, 0,
1 − v�(v)√

2
, −i

1 + v�(v)√
2

)
(13.50)
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Raising indices with the metric, we find

la = (1, 0, 0, 0) , na = (0, 1, 0, 0)

ma =
(

0, 0,
1√

2 (1 − v�(v))
, −i

1√
2 (1 + v�(v))

)
(13.51)

ma =
(

0, 0,
1√

2 (1 − v�(v))
, i

1√
2 (1 + v�(v))

)

Now that we have the null tetrad, we can compute the spin coefficients.
First noting that the only nonzero component of the first null vector is the
constant lv=1, looking at the Christoffel symbols (13.48) we can see that la;b =
∂bla − �v

ablv = 0. This is, of course, what we expect for a pp-wave spacetime.
This requirement dictates that several of the spin coefficients will vanish, in
particular, κ = σ = ρ = ν = 0.

An exercise also shows that τ = π = ε = γ = α = β = 0. Let’s compute
the two remaining spin coefficients. Starting with λ = −na;bm̄am̄b, looking
at (13.51) we observe that only terms involving mx and my will be nonzero.
Expanding the sum with this in mind, we find

λ = −na;bmamb = − (nx ;xmxmx + nx ;ymxmy + ny;xmymx + ny;ymymy
)

Recall that the covariant derivative is

na;b = ∂bna − �d
abnd

The analysis is greatly simplified by the fact that na only has a u component
that is a constant. So this reduces to na;b = −�u

abnu = −�u
ab. Considering

the mixed terms first, we find

nx ;y = −�u
xy = 0

ny;x = −�u
yx = 0

For the other two terms, we have

nx ;x = −�u
xx = (1 − v�(v)) �(v)

ny;y = −�u
yy = − (1 + v�(v)) �(v)
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Now we write down the products mxmxand mymy .

mxmx =
(

1√
2 (1 − v�(v))

)(
1√

2 (1 − v�(v))

)
= 1

2 (1 − v�(v))2

mymy =
(

i
1√

2 (1 + v�(v))

)(
i

1√
2 (1 + v�(v))

)
= −1

2 (1 + v�(v))2

and so the calculation for the spin coefficient λ becomes

λ = − (nx ;xmxmx + ny;ymymy
)

= −
[

(1 − v�(v)) �(v)

(
1

2 (1 − v�(v))2

)

− (1 + v�(v)) �(v)

( −1

2 (1 + v�(v))2

)]

= −
(

�(v)

2 (1 − v�(v))
+ �(v)

2 (1 + v�(v))

)

= − �(v)

(1 − v�(v)) (1 + v�(v))

The calculation for the remaining spin coefficient is similar. The only difference
this time is that we use terms like mxmx instead of mxmx . We have

µ = − (nx ;xmxmx + ny;ymymy
)

= −
[

(1 − v�(v)) �(v)

(
1

2 (1 − v�(v))2

)

− (1 + v�(v)) �(v)

( −1

2 (1 + v�(v))2

)]

= −
(

�(v)

2 (1 − v�(v))
− �(v)

2 (1 + v�(v))

)

= − v�(v)

(1 − v�(v)) (1 + v�(v))



310 CHAPTER 13 Gravitational Waves

Looking at the expressions for the Weyl scalars, we can see that the only
nonzero term we have in this case is going to be �4. Since most of the spin
coefficients vanish, the calculation of this term is relatively painless. First we
need to compute the directional derivative of λ. Remember that λ is a scalar, and
so the directional derivative is just �λ = na∇aλ = na∂aλ because the covariant
derivative reduces to an ordinary partial derivative when applied to a scalar.
Looking at (13.51), the only nonzero component is the v component. Calculating
the derivative, we find

∂λ

∂v
= ∂

∂v

(
− � (v)

1 − v2�(v)

)

We compute this derivative using ( f/g)′ = f ′g−g′ f
g2 . We take

f = �(v) ⇒ f ′ = δ(v)

g = 1 − v2�(v) ⇒ g′ = −2v�(v) − v2δ(v) = −2v�(v)

Noting the overall minus sign, we obtain

∂vλ = −δ(v)(1 − v2�(v)) + (2v�(v))�(v)

(1 − v2�(v))2 = −δ(v) + 2v�(v)

(1 − v2�(v))2

Using f (v) δ (v) = f (0) δ (v), we can simplify this term because

δ(v)

(1 − v2�(v))2 = δ(v)

This allows us to write the derivative as

∂vλ = −δ(v) − 2v�(v)

(1 − v2�(v))2

All together, the Weyl scalar turns out to be

�4 = δ̄ν − �λ − λ (µ + µ) − λ (3γ − γ ) + ν
(
3α + β + π − τ

)
= −�λ − λ (µ + µ)

= −�λ − 2λµ
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= δ(v) + 2v�(v)

(1 − v2�(v))2 − 2

(
− �(v)

(1 − v�(v)) (1 + v�(v))

)
(

− v�(v)

(1 − v�(v)) (1 + v�(v))

)

= δ(v) + 2v�(v)

(1 − v2�(v))2 − 2v�(v)

(1 − v2�(v))2

= δ(v)

As expected, we obtain a Dirac delta function. Since �4 is the only nonzero
Weyl scalar, we conclude that this spacetime is Petrov Type N.

The Effects of Collision
Referring once again to Fig. 13-10, Regions I, II, and III are flat. In Region IV,
which represents the interaction region of the two waves, spacetime is curved.
Of specific interest: is the interaction of the two waves causes a focusing effect
that does two things. Since focusing means that the wave no longer has zero
convergence, the waves are no longer plane waves in Region IV. More interesting
is the fact that the focusing in this case results in a singularity described by
u2 + v2 = 1

x

t

Region IV
Curvature singularity

Region II

u = 0 B A

Flat background
Region I

Region III

v = 0

u = 1u = 1

Coordinate
singularity

Fig. 13-11. The collision of two impulsive plane gravitational waves. Focusing effects
induce a curvature singularity which is inevitable for Particle A, which crosses both

wavefronts. [Courtesy of J.B. Griffiths (1991).]
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In Fig. 13-11, the world lines of two particles are portrayed. Noting that the
wave approaching from Region II is characterized by the Dirac delta function
δ(u), we note that a particle will cross the wave if it passes the line u = 0 and
analogously for a particle crossing v = 0. Looking at the figure, we see that
Particle B crosses the wave approaching from Region II, but it encounters the
line u2 + v2 = 1 before encountering the second wave, which is characterized
by δ(v). Therefore Particle B avoids the curvature singularity in Region IV. For
Particle B, the singularity, which comes across in Region II, is just a coordinate
singularity.

Particle A, meanwhile, has a different fate. The world line of this particle indi-
cates that it encounters both wavefronts before encountering the singularity. Un-
fortunately for Particle A it encounters a real curvature singularity in Region IV.

More General Collisions
We now leave impulsive waves behind and consider more general types of
collision. We will again consider the collision of two waves. First we imagine
a null congruence in vacuum and review its characteristics. The geodesics of
the congruence are parallel and ρ = σ = 0, meaning that the contraction, twist,
and shear vanish for the congruence.

For a more general type of collision than that considered in the last section, we
can imagine that the gravity wave encounters either an electromagnetic wave
(which has nonzero energy density and therefore is a source of gravitational
field) or a collision with a gravitational wave. The interaction can be described
by the two Newman-Penrose equations

Dρ = ρ2 + σσ + �00

Dσ = σ (ρ + ρ) + �0

The terms �00 and �0 can represent an opposing electromagnetic and gravita-
tional wave, respectively. Initially, as the wave travels through a region with no
other waves present, �00 = 0 and �0 = 0. Since the wave has zero expansion,
shear, and twist, this situation is described by

Dρ = 0

Dσ = 0
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If the wave encounters an electromagnetic wave, which means that �00 > 0,
then initially

Dρ = �00

Dσ = 0

This causes ρ to increase, causing the congruence to converge since −Reρ
gives the expansion of the wave. Therefore as ρ gets larger the expansion gets
smaller.

On the other hand, if the wave encounters another gravitational wave, then
initially

Dσ = �0

⇒ Dρ = σσ

and so we can see that shear σ caused by the collision induces a contraction via
the first equation.

In other words, these equations represent the following effects:

• If a congruence passes through a region with nonzero energy density
(which means that �00 is nonzero), it will focus.

• If a gravitational wave collides with another gravitational wave, it will
begin to shear. This induces a contraction in the congruence and it will
therefore begin to focus. Taking these effects together, we see that the
opposing gravity wave causes an astigmatic focusing effect.

In the next example, we imagine that a null congruence begins in vacuum. We
take the region v < 0 to be a flat region of spacetime. Defining a plane wave by
v = const, we choose the null vector la to point along v . The null hypersurface is
given by v = 0. In the region past v = 0, an opposing wave is encountered (see Fig.
13-12). In the next example, we consider the line element in the region where
the two waves interact and illustrate that the shear and convergence become
nonzero.

EXAMPLE 13-2
The region v > 0 is described by the line element

ds2 = 2 du dv − cos2 av dx2 − cosh2 av dy2 (13.52)
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Coordinate
   singularity

  v = 

Shearing and
contracting

congruence

congruence

Flat background

Parallel

π

Ψ0 = a2 Θ(v)

ρ > 0

ρ = 0

σ > 0

σ = 0

2

Gravitational wave

Wavefront
v = 0

vu
�µ

Fig. 13-12. An illustration of two colliding gravity waves. In the flat region, the null
congruence has parallel rays with no shear or contraction. In the region where the two

gravity waves collide, there is shear and congruence. [Courtesy of J.B. Griffiths (1991).]

Show that the congruence contracts and shears after passing the gravitational
wavefront. Determine the Petrov type and interpret. Describe the focusing effect
and determine the alignment of the shear axes.

SOLUTION 13-2
The components of the metric tensor are given by

guv = gvu = 1

gxx = − 1

cos2 (av)
, gyy = − 1

cosh2 (av) (13.53)

guv = gvu = 1

gxx = − cos2 (av), gyy = − cosh2 (av)

Using (4.16), one can show that the nonzero Christoffel symbols are given by

�u
xx = −a cos av sin av, �u

yy = a cosh av sinh av
(13.54)

�x
xv = −a tan av, �y

yv = a tanh av
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We define the null tetrad such that la points along v , giving

la = (0, 1, 0, 0), na = (1, 0, 0, 0)

(13.55)
ma =

(
0, 0, − 1√

2 cos av
, − i√

2 cosh av

)

Lowering indices with the metric tensor (i.e., la = gablb, etc.), we find

la = (1, 0, 0, 0), na = (0, 1, 0, 0)

(13.56)
ma =

(
0, 0,

cos av√
2

, − i cosh av√
2

)

To show that the congruence contracts and shears, we must show that ρ and
σ are nonzero. Now la;b = ∂bla − �c

ablc. The simplicity of la means that this
expression will take a very simple form. In fact, since la has only a u component
which is constant (and therefore ∂bla = 0 for all a,b), we can write

la;b = −�u
ablu = −�u

ab

We can calculate the spin coefficient representing contraction using ρ =
la;bmamb, where mb is the complex conjugate of ma as given in (13.55). There
are only two nonzero terms in the sum. We calculate each of these individually:

lx ;x = −�u
xx = a cos av sin av

ly;y = −�u
yy = a cosh av sinh av

and so we have

ρ = la;bmamb

= lx ;xmxmx + ly;ymymy

= (a cos av sin av)

(
− 1√

2 cos av

)(
− 1√

2 cos av

)

+ (−a cosh av sinh av)

(
− i√

2 cosh av

)(
i√

2 cosh av

)
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= a

2

(
cos av sin av

cos av cos av

)
− a

2

(
cosh av sinh av

cosh av cosh av

)

= a

2

(
sin av

cos av

)
− a

2

(
sinh av

cosh av

)

⇒ ρ = a

2
(tan av − tanh av)

Next we compute the shear. This can be done by computing σ = la;bmamb.
Again, the only nonzero terms in the sum are those with lx ;x , ly;y . And so we
obtain

σ = lx ;xmxmx + ly;ymymy

= (a cos av sin av)

(
− 1√

2 cos av

)(
− 1√

2 cos av

)

+ (−a cosh av sinh av)

(
− i√

2 cosh av

)(
i√

2 cosh av

)

= a

2

(
cos av sin av

cos av cos av

)
+ a

2

(
cosh av sinh av

cosh av cosh av

)

⇒ σ = a

2
(tan av + tanh av)

An exercise shows that the remaining spin coefficients vanish. Let’s make a
quick qualitative sketch of the shear.

0.25 0.5 0.75 1 1.25 1.5

20

40

60

Fig. 13-13. The tan function blows up at av = π/2.



CHAPTER 13 Gravitational Waves 317

As we can see from σ = a
2 (tan av − tanh av) and by looking at the sketch (see

Fig. 13-13), the shear blows up at av = π/2. In other words, there is a singularity.
Looking at the Newman-Penrose identities, we see that the only nonzero Weyl

scalar is given by �0.The only nonzero spin coefficients are ρ, σ , and so we
have

�0 = −Dσ + 2σρ (13.57)

where D is the directional derivative along la . Since σ is a scalar, we need
to compute only la∂aσ. Once again, with only one component this becomes
relatively simple. We find

Dσ = la∂aσ = ∂vσ

= ∂

∂v

[a

2
(tan av − tanh av)

]
= a

2 cos2 av

Therefore we find

�0 = −Dσ + 2σρ

= a2

2 cos2 av
+ 2
[a

2
(tan av + tanh av)

][a

2
(tan av − tanh av)

]

= − a2

2 cos2 av
+ a2

2

[
tan2 av − tanh2 av

]

= − a2

2 cos2 av
+ a2 sin2 av

2 cos2 av
− a2

2
tanh2 av

= −a2

2
(1 + tanh2 av)

We can make the following observations of our calculated results. First the
fact that �4 = 0 and �0 �= 0 tells us that na is aligned with the principal null
direction. Since all other Weyl scalars vanish, the null direction is repeated four
times and therefore the Petrov Type is N.
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Nonzero Cosmological Constant
An ongoing area of research involves the investigation of gravitational radiation
with a nonzero cosmological constant. Unfortunately, limited space prevents us
from covering this interesting topic in much detail.

Here we will simply examine an example to give the reader a final “how-to”
demonstration on using Newman-Penrose methods.

EXAMPLE 13-3
The Narai spacetime is a solution to the vacuum field equations with positive
cosmological constant; that is, Rab = �gab. The line element is given by

ds2 = −�v2 du2 + 2 du dv − 1

�2

(
dx2 + dy2

)
where � = 1 + �

2 (x2 + y2) and � is the cosmological constant that we take to
be positive.

SOLUTION 13-3
The components of the metric tensor are given by

guu = −�v2, guv = gvu = 1, gxx = gyy = − 1

�2

gvv = −�v2, guv = gvu = 1, gxx = gyy = −�2

The nonzero Christoffel symbols are

�u
uu = −�v, �v

uu = −�2v3, �v
vu = −�v

To construct a null tetrad, we begin by taking la = (1, 0, 0, 0). Then using
guu = 2lunu we find that nu = −1

2�v2. Setting guv = lunv + lvnu we conclude
that nv = 1. All together this procedure leads to the tetrad

la = (1, 0, 0, 0), na =
(

−1

2
�v2, 1, 0, 0

)

ma =
(

0, 0, − i√
2�

, − 1√
2�

)
, ma =

(
0, 0,

i√
2�

, − 1√
2�

)

la = (1, 0, 0, 0), na =
(

−1

2
�v2, 1, 0, 0

)

ma =
(

0, 0, − i√
2�

, − 1√
2�

)
, ma =

(
0, 0,

i√
2�

, − 1√
2�

)
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We can raise indices with the metric tensor; i.e., la = gablb, na = gabnb, ma =
gabmb. This gives

la = (0, 1, 0, 0), na =
(

1, −1

2
�v2, 0, 0

)

ma =
(

0, 0,
i√
2
�,

1√
2
�
)
, ma =

(
0, 0, − i√

2
�,

1√
2
�
)

The only nonzero spin coefficient is γ . From (9.15) we have

γ = 1

2
(la;bnanb − ma;bmanb)

looking at the first term, since la = (1, 0, 0, 0) the solution is pretty simple. With
only the u component to consider we have

la;b = ∂bla − �c
ablc = −�u

ab

Looking at the Christoffel symbols, the only nonzero term is lu;u = −�u
uu =

�v . And so the first sum gives

la;bnanb = lu;ununu = �v

Considering the nonzero terms of the other members of the null tetrad, the
second sum can be written as

ma;bmanb = mx ;umxnu + mx ;vmxnv + my;umynu + my;vmynv

However, all of these terms vanish. For example, consider

mx ;u = ∂umx − �c
xumc

All the Christoffel symbols of the form �c
xu are zero for this spacetime, and

since mx = − i√
2�

but � = 1 + �
2 (x2 + y2), the derivative with respect to u

vanishes, and so mx ;u vanishes as well. The same argument holds for each term.
Therefore we conclude that

γ = 1

2

(
lu;ununu

) = 1

2
�v
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An exercise shows that all the remaining spin coefficients vanish. With only one
nonzero spin coefficient to consider, the Newman-Penrose identities become
rather simple. There are three identities we can use that contain γ

Dγ − �ε = α (τ + π ) + β (τ + π ) − γ (ε + ε)

+ τπ − νκ + �2 − �NP + �11 (13.58)

δα − δ̄β = ρµ − σλ + αᾱ + ββ̄ − 2αβ + γ (ρ − ρ̄)

+ ε(µ − µ̄) − �2 + �NP + �11 (13.59)

�ρ − δτ = −ρµ̄ − σλ + τ (β̄ − α − τ̄ ) + ρ(γ + γ̄ ) + κv − �2 − 2�NP

(13.60)

Here the Newton-Penrose scalar is related to the Ricci scalar via �NP = 1
24 R.

Looking at the left side of (13.58), the only nonzero term is

Dγ = la∂aγ = ∂vγ = ∂v

(
1

2
�v

)
= 1

2
�

Putting this together with the nonzero terms on the right side gives

�2 − �NP + �11 = 1

2
� (13.61)

Moving to the next equation, everything vanishes except the last three unknown
terms. Therefore (13.59) becomes

−�2 + �NP + �11 = 0

⇒ �11 = �2 − �NP
(13.62)

Finally, all terms vanish in (13.60) with the exception of the last two, giving us

�2 = −2�NP (13.63)

Using (13.62) and (13.63) in (13.61), we find

1

2
� = �2 − �NP + �11 = −2�NP − �NP − 3�NP = −6�NP

⇒ �NP = − 1

12
�

(13.64)
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Back substitution of this result into (13.62) and (13.63) gives

�2 = 1

6
� and �11 = 1

4
� (13.65)

It can be shown that the other Weyl scalars vanish. Therefore, with �2 �= 0, we
conclude that this spacetime is Petrov Type D. This means there are two principal
null directions, each doubly repeated. The fact that the spacetime contains �2

and not �4 or �0 indicates that this spacetime describes electromagnetic fields
and not gravitational radiation. This spacetime represents a vacuum universe
that contains electromagnetic fields with no matter.

Further Reading
The study of gravitational radiation is an active and exciting area. With LIGO
coming into operation, exciting experimental results will soon complement the
theory. Unfortunately we can scratch only the surface in this brief treatment.
Limited space precluded us from covering experimental detection of gravita-
tional waves, and energy and power carried by the waves. The interested reader
is encouraged to consult Misner et al. (1973) for an in-depth treatment, or Schutz
(1985) for a more elementary but thorough presentation. The Bondi metric is
important for the analysis of radiating sources (see D’Inverno, 1992). Hartle
(2002) has up-to-date information on the detection of gravity waves, and active
area of research in current physics. The section on the collision of gravitational
waves relied on Colliding Plane Waves in General Relativity by J.B. Griffiths
(1991), which, while out of print, is available for free download at http://www-
staff.lboro.ac.uk/∼majbg/jbg/book.html. The reader is encouraged to examine
that text for a thorough discussion of gravitational wave collisions.

In addition, this chapter also relied on Generalized pp-Waves by J.D. Steele,
which the mathematically advanced reader may find interesting. It is avail-
able at http://web.maths.unsw.edu.au/∼jds/Papers/gppwaves.pdf. The reader in-
terested in gravitational waves and the cosmological constant should consult
“Generalized Kundt waves and their physical interpretation,” J.B. Griffiths,
P. Docherty, and J. Podolský, Class. Quantum Grav., 21, 207–222, 2004 (gr-
qc/0310083), or on which Example 13-3 was based.

http://www.staff.lboro.ac.uk/~majbg/jbg/book.html
http://www.staff.lboro.ac.uk/~majbg/jbg/book.html
http://web.maths.unsw.edu.au/~jds/Papers/gppwaves.pdf
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Quiz
1. Following the procedure used in Example 9-2, consider the collision of

a gravitational wave with an electromagnetic wave. The line element in
the region v ≥ 0 is given by

ds2 = 2 du dv − cos2 av
(
dx2 + dy2

)
By calculating the nonzero spin coefficients, one finds that
(a) there is pure focusing
(b) the Weyl tensor vanishes
(c) there is twist and shear

2. Consider the Aichelburg-Sexl metric given in (13.41). The only nonzero
spin coefficient is given by
(a) ν = −2

√
2 x

x2+y2

(b) ν = −2
√

2 (x+iy)
x2+y2

(c) π = √
2 (x+iy)

x2+y2

3. Compute the Ricci scalar �22 for the metric used in Example 9-1. You
will find
(a) �22 = µ

(
δ + δ

)+ νπ − ν (τ − 3β − α)
(b) �22 = δν − �µ − µ2 − λλ − µ

(
δ + δ

)+ νπ − ν (τ − 3β − α)

= −�µ − µ2 − λ2

(c) �22 = δν − �µ − µ2



Final Exam

1. In flat space, �s for the following pairs of events E1 = (3, −1, 2, 4) and
E2 = (0, 4, −1, 1) is given by
(a) 1
(b) 4
(c) −2
(d) 6

2. Consider two events that are simultaneous in some rest frame. The in-
terval between these events is
(a) spacelike
(b) timelike
(c) null
(d) cannot be determined

3. A rocket ship with rest, length 20 m, approaches a barn with open ends.
An observer named Sally is at rest with respect to the barn. She sees that
the ship is traveling at v/c = 0.95 and her measurements indicate that
the barn is 13 m long. The ship
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(a) will not fit in the barn, because it is nearly 64 m long, as measured
by Sally

(b) does not fit in the barn, because the ship is 20 m long according to
all observers

(c) fits in the barn because Sally sees the length of the ship as about
6.2 m

(d) fits in the barn because from Sally’s point of view, the ship is 10 m
long

4. The four force is defined to be K a = dpa/dτ, where pa = (p0, p
)

is
the four momentum and τ is proper time. If ua = dxa/dτ is the four
velocity, then
(a) ua K a = 0
(b) ua K a = −1
(c) ua K a = 1

5. Let V a = (2, 1, 1, −1) and W a = (−1, 3, 0, 1). Then if ηab =
diag (1, −1, −1, −1) , VaW a is
(a) 2
(b) −6
(c) −4
(d) 0

6. If a metric gab is diagonal then

(a) �aba = �baa = −1
4

∂gaa

∂xb

(b) �aba = �baa = 1
2

∂gab

∂xb

(c) �aba = −�baa = 1
2

∂gaa

∂xb

(d) �aba = �baa = 1
2

∂gaa

∂xb

Consider the metric given by

ds2 = (u2 + v2
) (

du2 + dv2
)+ u2v2 dθ2

7. Two nonzero Christoffel symbols for this metric are

(a) �u
vv = v

u2 + v2
, �u

θθ = uv2

u2 + v2
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(b) �u
vv = u

u2−v2 , �
u
θθ = uv2

u2 + v2

(c) �u
vv = u

u2+v2 , �
u
θθ = uv2

u2 + v2

8. All components of the Riemann tensor are equal and are given by
(a) Rabcd = u
(b) Rabcd = v

(c) Rabcd = 1

u2 + v2

(d) Rabcd = 0

For the next two problems consider the metric

ds2 = dψ2 + sinh2 ψdθ2 + sinh2 ψ sin2 θdφ2

9. If you calculate the Christoffel symbols, you find that
(a) �ψ

θθ = sinh ψ cosh ψ, �ψ
φφ = sinh ψ cosh ψ sin2 θ

(b) �ψ
θθ = − sinh ψ cosh ψ, �ψ

φφ = tanh ψ sin2 θ

(c) �ψ
θθ = sinh ψ cosh ψ, �ψ

φφ = − sinh ψ cosh ψ sin2 θ

10. The nonzero Ricci rotation coefficients are given by

(a) �ψ̂θ̂ θ̂ = �ψ̂φ̂φ̂ = −cosh ψ

sinh ψ
, �θ̂φ̂φ̂ = − cot θ

sinh ψ

(b) �ψ̂θ̂ θ̂ = �ψ̂φ̂φ̂ = cosh ψ

sinh ψ
, �θ̂φ̂φ̂ = − cot θ

sinh ψ

(c) �ψ̂θ̂ θ̂ = �ψ̂φ̂φ̂ = − cos ψ

sinh ψ
, �θ̂φ̂φ̂ = − cot θ

sinh ψ

11. If a space is conformally flat, i.e., gab (x) = f (x) ηab, then
(a) the Weyl tensor cannot be calculated
(b) the Weyl tensor vanishes
(c) the Ricci rotation coefficients vanish

12. Consider the Reissner-Nordström metric

ds2 =
(

1 − 2m

r
+ e2

r2

)
dt2 −

(
1 − 2m

r
+ e2

r2

)−1

× dr2 − r2 dθ2 − r2 sin2 θdφ2
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The only nonzero Weyl scalar is

(a) �2 = e2 − mr

r4

(b) �1 = e2 − mr

r4

(c) �2 = e2 + mr

r4

(d) �2 = e2 − mr

r2

13. Consider the Schwarzschild solution and suppose that the line element
is given by

ds2 =
(

1 − 2m1

r

)
dt2 −

(
1 − 2m2

r

)−1

dr2 − r2
(
dθ2 + sin2 θ dφ2

)

The deflection of a light ray in this case is proportional to
(a) m1 − m2

(b) m1m2

(c) m2
1 + m2

2
(d) m1 + m2

14. The Gödel metric, which is a physically unrealistic model that allows for
the possibility of time travel, is given by

ds2 = (dt + eωx dy)2 − dx2 − 1

2
e2ωx dy2 − dz2

Suppose that the stress-energy tensor be given by

Tab = ρ




1 0 eωx 0
0 0 0 0

eωx 0 e2ωx 0
0 0 0 0




If the cosmological constant is not zero, the Einstein field equations in
this case require that
(a) � = −ω2/2
(b) � = −ω4/2
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(c) � = ω2

(d) � = ω4/2

15. Rotating black holes are described by
(a) the Reissner-Nordstrøm solution
(b) the Kerr solution
(c) the Schwarzschild metric

16. Consider two fixed observers near a Schwarzschild black hole. One ob-
server at r = 3m emits a pulse of ultraviolet light (wavelength about
400 nm) to a second fixed observer at r = 5m. The second observer
finds that the light is redshifted, with a wavelength such that the light is
(a) green
(b) yellow
(c) blue
(d) orange

17. The best description of the coordinate singularity in the Schwarzschild
metric is that
(a) it has no effect whatsoever; it is just an artifact of our coordinate

choice. Nothing happens here and particles that cross the coordinate
singularity can return to the outside, given enough energy.

(b) it is an artifact of our choice of coordinates; however, it pinpoints the
surface of the event horizon. Once you pass this point you cannot
return.

(c) it is the location where the geometry “blows up.”

18. A space with k = 1 can be said to have
(a) zero curvature
(b) positive curvature
(c) negative curvature
(d) embedded curvature

19. In a perfect fluid, the diagonal components of the stress-energy tensor
are given by
(a) T a

b = diag(−ρ, −P, −P, −P)
(b) They all vanish.
(c) T a

b = diag(ρ, −P, −P, −P)
(d) T a

b = diag(ρ, 0, 0, 0)

20. For a type N spacetime
(a) the only nonzero Weyl scalar is �0 or �4, and there is only one

principal null direction
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(b) the Weyl scalars all vanish
(c) the only nonzero Weyl scalar is �0 or �4, and there are two principal

null directions
(d) there is one doubly repeated null direction and the nonzero Weyl

scalars are �0 , �2, and �4
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1. c 2. a 3. c 4. a 5. b

CHAPTER 2
1. c 2. a 3. b 4. a 5. c

CHAPTER 3
1. b 2. c 3. b 4. c 5. d
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CHAPTER 4
1. c 2. a 3. c 4. d 5. b
6. a 7. d 8. b 9. c 10. b

CHAPTER 5
1. a 2. c 3. a 4. d 5. c
6. a 7. d 8. a

CHAPTER 6
1. c 2. b 3. a 4. d 5. a
6. c 7. a 8. a

CHAPTER 7
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CHAPTER 8
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CHAPTER 9
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CHAPTER 10
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CHAPTER 11
1. b 2. b 3. a 4. c 5. a
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CHAPTER 12
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absolute derivative
geodesics, 82

active gravitational mass, 123. See also
Newtonian theory

affine connection, 65
affine parameter, 82
anisotropic space, 256. See also isotropic space

astigmatic, 313
basis

coordinate basis, 29
one forms, 30, 94, 98–99

transformation, 32, 101–102
set

holonomic basis, 94
vectors, 24, 29, 31, 94

differentiation, 64, 65

Bianchi identities, 87
Big Bang, 276
black hole, 224. See also special relativity

classification, 230
coordinate singularities, 233–235

Eddington-Finkelstein coordinates,
236–239

Kruskal coordinates, 242–244
event horizon, 241
infinite redshift, 234
Kerr black hole, 233, 234, 244–245, 250

Boyer-Lindquist coordinates, 245
Cauchy horizon, 248, 249
cross terms, 245
ergosphere, 245
frame dragging, 249, 250

horizons, 245–246
lense-thirring effect, 250
metric, 244
orbital equations, 251, 252
Penrose process, 245
reduced circumference, 251
singularity, 253
solution, 233

Reissner-Nordstrøm, 233
Schwarzschild black hole

coordinate singularities, 234
Eddington-Finkelstein coordinates, 236,

239
infinite redshift, 234
Kruskal coordinates, 242, 243
radially infalling particle, 238, 239
solution, 233

tortoise coordinate, 237, 239
Bondi metric, 32. See also metric
Boyer-Lindquist coordinates, 240
Brinkmann metric, 195

Cartan’s structure equation, 93–121, 139.
See also curvature tensor

bases transformation, 100–103
inverse matrix, 101–102
tetrad, 100

basis one forms, 98–100
commutation coefficients, 96–98
curvature tensor, 139–146
first structure equation, 104, 207
holonomic bases, 94–95

basis vectors, 94
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Cartan’s structure equation (contd.)
nonholonomic bases, 95–96
second structure equation, 209–211

Christoffel symbols, 65, 72, 84, 111, 198, 280,
281

correction terms, 68
for polar coordinates, 69
geodesic, 84
Kahn-Penrose metric, 75
Ricci rotation coefficients, 104
Riemann tensor, 113
transformation law, 68

clock synchronization, 5–6. See also special
relativity

commutation coefficients, 72, 96–98. See also
Cartan’s structure equations

commutator, 96
nonholonomic basis, 98

computing curvature, 112–119
conformal metrics, 85. See also tensor

calculus
congruence, 130. See also geodesic deviation
connecting vector, 131. See also geodesic

deviation
conservation equations, 155. See also

energy-momentum tensor
coordinate basis. See holonomic bases
coordinate patches, 47. See also manifolds
coordinate singularities, 233–235. See also

black hole
Kruskal coordinates, 242–244
Schwarzschild black hole

Eddington-Finkelstein coordinates,
236–239

coordinate system, 5. See also frame of
reference

coordinate transformations, 33. See also
special relativity

correction terms
Christoffel symbols, 68

cosmology, 256–278
anisotropic space, 256
closed universe, 266
constant, 137–138
cosmological principle, 257
critical density, 267
deceleration parameter, 266
density parameter, 267

different models of universe, 271–276
dust-filled universe, 276
flat universe, 267
Friedmann equations, 267–271
Gaussian normal coordinates, 257

Ricci tensor, 259, 260
homogeneous concept, 253
Hubble parameter, 265, 266

megaparsecs, 266
Hubble time, 266
Hubble’s law, 266
isotropic space, 256
matter density, 264

dust, 265
matter-dominated universes, 262
negative curvature, 262
open universe, 266
positive curvature, 262
radiation density, 265
radiation-dominated universes, 265
Robertson-Walker metric, 264–267
scale factor, 264
Schur’s theorem, 257
spatial homogeneity and isotropy, 257
vacuum density, 265
zero curvature, 262

curvature constant, 261
curvature one forms, 104, 204–206. See also

Schwarzschild solution
Ricci rotation coefficients, 110
symmetry relations, 105

curvature singularities, 235
curvature tensor, 85. See also Riemann tensor

in noncoordinate basis, 143
curvature two forms, 113, 118
curvature, computing, 112–119

d’Alembertian operator, 287
de Sitter universe, 272, 273, 274
differentiable manifold, 47. See also manifold
dot product, 42, 43
dummy index, 28
dust, 155–159. See also energy-momentum

tensor

Eddington-Finkelstein coordinates, 233–234,
236–239. See also black hole

tortoise coordinate, 237, 239
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eigenbivectors, 194. See also Weyl tensor
multiplicity, 194

Einstein field equations, 28–29,
122–152

and Newtonian gravity, 136–139
constraint, 137
Einstein lift experiments, 126–130
energy conditions, 152
equivalence of mass, 123–126
geodesic deviation, 131–136
in 2+1 dimensional space, 139–152
principle of general covariance, 131
strong equivalence principle, 130
tensor, 89, 113

Cartan’s methods, 140
test particles, 126
weak equivalence principle, 129
with cosmological constant, 138–139

energy density, 155. See also
energy-momentum tensor

energy flux, 155. See also energy-momentum
tensor

energy-momentum tensor, 155–166. See also
special relativity

and number density, 163–164
conservation equations, 157–158
dust, 158–159
energy density, 158
energy flux, 156
equivalence of mass, 123–126

principle of general covariance, 131
strong equivalence principle, 130
test particles, 126
weak equivalence principle, 129
with cosmological constant, 138–139

events, 7
four vectors, 19–20
frame of reference, 5

inertial frames, 6–7
Galilean transformations, 7
killing vector, 81, 167–179, 219, 220

and Ricci tensor, 177
constructing conserved current with,

178
contravariant components, 176
derivatives of, 177
for 2 sphere, 170
isometry, 168

light cones, 17–19
Lorentz transformations, 13–17
manifolds, 47, 48

coordinate patches, 48
differentiable manifold, 48

Maxwell’s equations, 2
metric, 23, 32–45

arguments passing, 43, 44, 45
as tensor, 37
Bondi metric, 35
cylindrical coordinates, 34, 35
determinant, 45
dot product, 42, 43
flat space metric, 37
index gymnastics, 41, 42
index raising and lowering, 38–41
inverse of, 37
Kronecker delta function, 37
null vectors, 45
ordinary cartesian coordinates, 34
second rank tensor, 34
signature of, 36
spherical coordinates, 34, 35

Michelson-Morley experiment, 4
Lorentz transformations, 4
luminiferous ether, 4

momentum density, 156
nonperfect fluid, 164–166
null tetrads, 180–202
null vectors, 182–184
one forms, 23
parameterized curves, 49, 50

one forms, 50–53
tangent vectors, 50–53

perfect fluids, 160–162
Petrov classification, 180–202
posits of, 9–13
relativistic mass and energy, 20–21
Schwarzschild solution, 203
spacetime diagrams, 8, 17–19

spacelike, 19
timelike, 19

stress, 155, 156
tensors, 47–59

algebraic operations, 54–58
as functions, 53–54
Levi-Cevita tensor, 59
with mixed indices, 54
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energy-momentum tensor (contd.)
tensor calculus, 60–92

commutation coefficients, 72
conformal metrics, 90
covariant derivative, 62, 63, 65
exterior derivative, 79–81
Lie derivative, 81–85
metric and Christoffel symbols,

72–79
Riemann tensor, 85–88
tensor equations, 61–62
testing tensor character, 60–61
torsion tensor, 72
Weyl tensor, 90

vectors, 23, 25
basis vectors, 24
components of, 26
coordinate basis, 29–31
Einstein summation convention,

28–29
four vectors, 27, 28
one forms, 29–31
tangent vectors, 29–31

equivalence principle
Einstein lift experiments, 126–129

ergosphere, 245
event horizon, 241
events, 8. See also special relativity
exterior derivative, 79–81

flat space metric, 37. See also metric
four vector, 19–20, 27. See also special

relativity
four acceleration, 19
four velocity, 19
in Schwarzschild metric, 215

frame dragging, 244–245, 249. See also Kerr
black hole

lense-thirring effect, 250
frame of reference, 5. See also special relativity

inertial frame, 6
free index, 28
Friedmann equations, 161–162

Galilean transformations, 7. See also special
relativity

gauge transformation, 286

geodesic, 84, 216–218. See also Schwarzschild
solution

absolute derivative, 82
Christoffel symbols, 84
congruence, 131, 132
connecting vector, 132, 133
Euler-Lagrange equations, 216
for cylindrical coordinates, 83
geodesic deviation, 131–132

gravitational field
Einstein tensor, 113
energy-momentum tensor, 155
vacuum equations, 138

gravitational potential, 137
gravitational waves, 279–318

Aichelburg-Sexl solution, 300
Brinkmann metric, 280, 300
canonical form, 290
colliding gravity waves, 304
Dirac delta, 304, 311, 312
effects of collision, 311
general collisions, 312
gravitational wave passes, 291
linearized metric, 280–284
Narai spacetime, 318
Newton-Penrose scalar, 320
nonzero cosmological constant, 318
optical scalars, 293, 295
Petrov types, 295

Petrov type D, 295, 321
Petrov type II, 295
Petrov type III, 295
Petrov type N, 295

pp gravity waves, 297
Brinkmann metric, 300, 303
covariantly constant, 297, 301
plane waves, 287, 288, 298, 301

shock wave, 304
traveling wave solutions, 284

trace reverse, 284
Weyl scalars, 294

Newman-Penrose identities, 294
guess method, 109

hatted index, 105
heaviside step function, 304
holonomic bases, 29, 72, 93–94, 105. See also

Cartan’s structure equations
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basis set, 94
basis vectors, 93
Einstein tensor

components of, 147–150
for spherical polar coordinates, 96
Weyl tensor, 191

inertial frame, 6–7, 9
inertial mass, 123. See also Newtonian theory
infinite redshift, 234, 236
inverse matrix

spherical polar coordinates, 103
isometry, 167. See also killing vector
isotropic space, 256. See also anisotropic space

Kahn-Penrose metric
Christoffel symbols, 75

Kerr black hole, 233, 244–245, 250. See also
black holes

Boyer-Lindquist coordinates, 245
Cauchy horizon, 248, 249
cross terms, 245
ergosphere, 245
frame dragging, 249, 250
horizons, 245–246
Kerr metric, 244
lense-thirring effect, 250
orbital equations, 251, 252
Penrose process, 245
reduced circumference, 251
singularity, 253

killing vector, 81, 167–179, 219, 220
and Ricci tensor, 177
constructing conserved current with, 178
contravariant components, 176
derivatives of, 177
for 2 sphere, 170
in Schwarzschild metric, 219
isometry, 168

Kronecker delta function, 30, 37
tensor, 56
trace, 285

Kruskal coordinates, 242–244

last line, 71
lense-thirring effect, 249, 250. See also frame

dragging
Levi-Cevita tensor, 59. See also tensors

Lie derivative. See also tensor calculus
killing vectors, 81

light cone, 180, 181
Schwarzschild coordinates, 238

lightlike vector, 183
line element, 33, 34, 35, 37, 103
Lorentz transformation, 12–15

length contraction, 14
time dilation, 13
velocity composition law, 14–17

luminiferous ether, 4

manifolds, 47, 48. See also special relativity
mass, active gravitational, 123. See also

Newtonian theory
Maxwell’s equations, 2
metric, 23, 32–45, 72

arguments passing, 43–45
as tensor, 37
basis one forms, 102
Bondi metric, 35
Brinkmann metric, 195
conformal metrics, 85
cylindrical coordinates, 34, 35
determinant, 45
dot product, 42, 43
flat space metric, 37
for Rindler space, 84
index, 38–42
inverse of, 37
Kahn-Penrose metric

Christoffel symbols, 75
Kronecker delta function, 37
Lie derivative, 168
Minkowski metric

in spherical coordinates, 204
null vectors, 45
ordinary cartesian coordinates, 34
second rank tensor, 34
signature of, 36
spherical coordinates, 34, 35

Michelson-Morley experiment, 4
Lorentz transformations, 4
luminiferous ether, 4

Minkowski metric
flat space metric, 37
in spherical coordinates, 204
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momentum density, 155. See also
energy-momentum tensor

momentum four vector, 156

Newman-Penrose equations, 192, 280, 312.
See also null vector

Ricci scalar, 193
Weyl scalar, 191, 193

Newtonian theory, 122–125, 136–138.
See also Einstein field equations

equivalence of mass
active gravitational mass, 123
gravitational field, 123–126
inertial mass, 123
passive gravitational mass, 123

noncoordinate basis vectors, 94–95. See also
nonholonomic bases

basis vectors, 95, 97
commutator, 96
definition of, 100
spherical polar coordinates, 96

nonperfect fluid, 164. See also
energy-momentum tensor

null tetrad, 180, 182. See also special relativity
augmenting, 183
for Minkowski metric, 184
frame metric augmentation, 190

null vector, 45, 182–184. See also metric
Newman-Penrose formalism, 190
Petrov classification, 190
spin coefficients, 191

number density, 163. See also
energy-momentum tensor

one form transformation, 29, 32, 50–53.
See also parameterized curves

one forms curvature, 104, 204–206. See also
Schwarzschild solution

Ricci rotation coefficients, 110
symmetry relations, 105

orthogonal vectors, 95
orthonormal basis, 95, 104

hatted index, 105
orthonormal tetrad, 95, 103, 185, 186

curvature one forms, 206

parameterized curves, 49, 50. See also special
relativity

one forms, 50–53
tangent vectors, 50–53

passive gravitational mass, 123. See also
Newtonian theory

perfect fluid, 157, 160–162. See also special
relativity

Petrov classification, 190, 193–202. See also
null vector; Weyl tensor

principal null directions, 193
plain index, 105
pp-wave spacetimes (plane fronted waves)

Brinkmann metric, 300, 303
principal null directions, 193
principle of equivalence, 122
principle of general covariance, 136. See also

Einstein field equations
Pythagorean theorem, 32

rapidity, 11
relativistic velocity composition law. See

velocity composition law
rest mass, 20
Ricci rotation coefficients, 104, 106, 140, 141

Christoffel symbols, 104
inorthonormal basis, 105

Ricci scalar, 88–90, 116, 148. See also tensor
calculus

Ricci tensor, 61, 88–90, 192, 201, 259, 260,
261. See also tensor calculus

vacuum equations, 211
Riemann tensor, 85–88, 211, 257, 280, 282,

287. See also tensor calculus
Bianchi identities, 87
Christoffel symbols, 113
Ricci scalar, 88–90
Ricci tensor, 88–90
symmetries, 86

Robertson-Walker metric, 116, 264, 267

scale factor, 258,261,264
Schwarzschild black hole, 231, 234–241.

See also black holes
Schwarzschild solution, 203–230. See also

special relativity
curvature one forms, 206–208
curvature tensor

Cartan’s second structure equation,
209–211
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integration constant, 214–215
Kruskal coordinates, 242, 243
radially infalling particle, 238, 239
Schwarzschild metric, 215, 231, 234, 235

deflection of light rays, 224–229
four velocity, 219
geodesics, 216
killing vectors, 219, 220
particle orbits in, 218–224
Schwarzschild radius, 213–216
time coordinate, 215
time delay, 229–230

spherically symmetric spacetime, 204–206
vacuum equations, 203, 210–214

second rank tensor, 34
shear tensor, 165
signature, 36. See also metric
singularities, 236. See also black hole

coordinate, 233–236
Eddington-Finkelstein, 236–239
Kruskal, 242–244

curvature, 235
space metric, flat, 37. See also metric
spacelike vector, 185
spacetime diagram, 180
special relativity, 1–22

black holes, 233–254
Cartan’s structure equations, 93–119
clock synchronization, 5–6
coordinate transformations, 31–32

cartesian coordinates to polar coordinates,
31, 32

cosmology, 257–278
Einstein field equations, 122–152

and Newtonian gravity, 136–139
Einstein lift experiments, 126–130
energy conditions, 152
geodesic deviation, 131–136
in 2+1 dimensional space, 139–152

gravitational waves, 279–321
spin coefficients, 199

null tetrad, 190
Ricci rotation coefficients, 191

static limit, 247, 249
stress, 155. See also energy-momentum

tensor
stress-energy tensor, 137, 155. See

energy-momentum tensor

symmetry
killing vector, 167

synchronization, clock, 5–6. See also special
relativity

tangent vectors, 50–53. See also parameterized
curves

tensor calculus, 60–92
Christoffel symbols, 65, 67–70
commutation coefficients, 72
conformal metrics, 90
covariant derivative, 62, 63, 65
curvature tensor, 85

in noncoordinate basis, 143
exterior derivative, 79–81

of one form, 81
wedge product, 80

Levi-Cevita tensor, 59
Lie derivative, 81–85

absolute derivative, 82
metric, 72–79
Riemann tensor, 85–88

Bianchi identities, 87
Ricci scalar, 88–90
Ricci tensor, 88–90

tensor equations, 61–62
testing tensor character, 60–61
torsion tensor, 72
Weyl tensor, 90

tensors, 47–59. See also special relativity
algebraic operations, 54–58

addition, 54
antisymmetric, 55, 56, 57
contraction, 55
Kronecker delta, 56
scalar multiplication, 55
subtraction, 55
symmetric, 55, 56, 58

as functions, 53–54
Levi-Cevita tensor, 59
metric as, 37
with mixed indices, 54

tetrad, 100, 104
Riemann tensor, 115

timelike vector, 185
torsion tensor, 72
tortoise coordinate, 237, 239. See also

Eddington-Finkelstein coordinates
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transformation matrix, 31, 112
two forms curvature, 113, 118

vacuum energy density, 271
vacuum equations, 138, 203, 211–214.

See also Schwarzschild solution
vector, 23, 25

basis vectors, 24
components of, 26
connecting, 131
contravariant, 32
coordinate basis, 29–31
covariant derivative, 133
Einstein summation convention,

28–29
four vectors, 19–20, 27

four acceleration, 19
four velocity, 19
in Schwarzschild metric, 215

killing, 81, 167–179
in Schwarzschild metric, 219

one forms, 29–31
tangent vectors, 29–31

velocity composition law
derivation of, 14–17

wave vector, 288
weak equivalence principle, 129
wedge product, 80. See also exterior derivative

antisymmetry, 99
Weyl scalar, 90, 190, 192, 197, 199, 294, 295,

305. See also Newman-Penrose
formalism; tensor calculus

eigenbivectors, 193
in coordinate basis, 191
Petrov classification, 193–201
Weyl scalars, 190

worldline, 18
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